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#### Abstract

In this paper, we focus on designing a well-conditioned Glarkin spectral methods for solving a two-sided fractional diffusion equations with drift, in which the fractional operators are defined neither in Riemann-Liouville nor Caputo sense, and its physical meaning is clear. Based on the image spaces of Riemann-Liouville fractional integral operators on $L_{p}([a, b])$ space discussed in our previous work, after a step by step deduction, three kinds of Galerkin spectral formulations are proposed, the final obtained corresponding scheme of which shows to be well-conditioned-the condition number of the stiff matrix can be reduced from $O\left(N^{2 \alpha}\right)$ to $O\left(N^{\alpha}\right)$, where $N$ is the degree of the polynomials used in the approximation. Another point is that the obtained schemes can also be applied successfully to approximate fractional Laplacian with generalized homogeneous boundary conditions, whose fractional order $\alpha \in(0,2)$, not only having to be limited to $\alpha \in(1,2)$. Several numerical experiments demonstrate the effectiveness of the derived schemes. Besides, based on the numerical results, we can observe the behavior of mean first exit time, an interesting quantity that can provide us with a further understanding about the mechanism of abnormal diffusion. Riemann-Liouville integral operator Dirichlet boundary conditions Galerkin spectral method condition number 26 A 33 34B60 65L60 65F35
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## Introduction

In the past two decades, there has been important progress in developing adaptive mesh methods for PDEs. Mesh adaptivity is usually of two types in form: local mesh refinement and moving mesh method.

## Introduction

In this paper, we target on investigating a well-conditioned Galerkin spectral methods for the following two-sided fractional diffusion equation with drift

$$
\begin{aligned}
& -\left(\bar{p} \cdot \mathbf{D}^{\alpha} u(x)+\bar{q} \cdot \mathbf{D}^{\alpha *} u(x)\right)+\bar{d} \cdot D u(x)=h(x), \quad x \in(a, b) \text {, } \\
& u(a)=u(b)=0, \\
& (1)
\end{aligned}
$$

where $1<\alpha<2,0 \leq \bar{p}, \bar{q} \leq 1$ satisfying $\bar{p}+\bar{q}=1$, and $\mathbf{D}^{\alpha}, \mathbf{D}^{\alpha *}$ are neither the Riemann-Liouville operators nor the Caputo ones (I. Podlubny, n.d.); rather, in general, for $n-1 \leq \gamma<n$,

$$
\begin{equation*}
\mathbf{D}^{\gamma} u(x):=D_{a} I_{x}^{n-\gamma} D^{n-1} u(x) \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{D}^{\gamma *} u(x):=(-1)^{n} D_{x} I_{b}^{n-\gamma} D^{n-1} u(x) \tag{3}
\end{equation*}
$$

with ${ }_{a} I_{x}^{\beta}$ and ${ }_{x} I_{b}^{\beta}, 0<\beta<1$, denote separately the left Riemann-Liouville fractional integral

$$
{ }_{a} I_{x}^{\beta} u(x)=\frac{1}{\Gamma(\beta)} \int_{a}^{x}(x-s)^{\beta-1} u(s) d s
$$

and the right Riemann-Liouville fractional integral operator

$$
{ }_{x} I_{b}^{\beta} u(x)=\frac{1}{\Gamma(\beta)} \int_{x}^{b}(s-x)^{\beta-1} u(s) d s
$$

Here $\Gamma(\cdot)$ presents the Euler gamma function.
The fractional Dirichlet problem and variants thereof appear in many applications, in particular in physical settings where anomalous dynamics occur and where the spread of mass grows faster than linearly in time. Examples include turbulent fluids, contaminant transport in fractured rocks, chaotic dynamics and disordered quantum ensembles; see (J. Klafter, S. C. Lim, and R. Metzler, 2011; R. Klages, G. Radons, and I. M. Sokolov, 2008; M. Shlesinger, G. Zaslavsky, and U. Frisch, 1995). The authors in (V. J. Ervin, N. Heuer, and J. P. Roop, 2018) believe that problem (1), which can be interpreted as the steady-state equation for a time dependent advection and anomalous diffusion problem, is a more physical model than the corresponding Riemann-Liouville or Caputo fractional equation. During the derivation of Eq. (1), the authors in (V. J. Ervin, N. Heuer, and J. P. Roop, 2018) point out that besides obeying the conservation of energy principle, the physical interpretation of the flux at a given cross section $x$, is that "there is a nonlocal effect from a flux originating at a cross section $s$, proportional to $1 /$ (distance for that point $)^{\alpha-1} "$. In other words, the contribution to the flux at cross section $x$, from points to its left and right is given by

$$
-k \int_{a}^{x}(x-s)^{1-\alpha} \frac{\partial u(s, t)}{\partial s} d s
$$

and

$$
-k \int_{x}^{b}(s-x)^{1-\alpha} \frac{\partial u(s, t)}{\partial s} d s
$$

respectively, where $k$ is a dispersion coefficient. In this way, when considering the case of Dirichlet boundary conditions $u(a)=u(b)=1$, after by changing the unknown $v=u-1$, the simulation of the model equation would require the same energy source as for the case $u(a)=u(b)=0$, which physically makes sense.

Besides can be viewed as the steady-state equation for a time dependent advection and anomalous diffusion problem, we shall see that when $h(x)=-1$, under the framework of the image spaces of Riemann-Liouville fractional integral operators on $L_{p}([a, b])$ space (L. J. Zhao, W. H. Deng, and J. S. Hesthaven, n.d.), Problem (1) itself can also be used to describe the mean first exit time of a stochastic process never leaving a fixed region in the state space (W. H. Deng, X. C. Wu, and W. L. Wang, 2017)—an interesting deterministic quantity that can provide us with a further understanding about the mechanism of the anomalous diffusion.

Another topic we want to note is that from a mathematical view, under suitable assumptions on $u$, fractional Laplacian operator (Q. Yang, F. Liu, and I. Turner, 2010)

$$
\begin{equation*}
(-\triangle)^{s} u(x)=\frac{2^{2 s-1} \Gamma\left(s+\frac{1}{2}\right)}{\pi^{\frac{1}{2}} \Gamma(1-s)} \int_{\mathbb{R}} \frac{u(x+y)+u(x-y)-2 u(x)}{|y|^{1+2 s}} d y \tag{4}
\end{equation*}
$$

is equivalent to

$$
\begin{aligned}
(-\triangle)^{\frac{\alpha}{2}} u(x) & =\frac{1}{2 \cos \left(\frac{\pi \alpha}{2}\right)}\left({\left.\underset{\infty}{R L} D_{x}^{\alpha}+{ }_{x}^{R L} D_{\infty}^{\alpha}\right) u(x)}^{2 \cos \left(\frac{\pi \alpha}{2}\right)}\left(D^{2}{ }_{-\infty} I_{x}^{\alpha}+D_{x}^{2} I_{\infty}^{\alpha}\right) u(x),\right.
\end{aligned}
$$

where $\alpha \in(0,2)$. Actually, the proof in (Q. Yang, F. Liu, and I. Turner, 2010) also ensures that

$$
(-\triangle)^{\frac{\alpha}{2}} u(x)=\frac{1}{2 \cos \left(\frac{\pi \alpha}{2}\right)}\left(D_{-\infty} I_{x}^{\alpha} D+D_{x} I_{\infty}^{\alpha} D\right) u(x)
$$

Therefore, mathematically, the following one-dimensional Poisson problem with generalized Dirichlet boundary condition:

$$
\begin{align*}
(-\triangle)^{\alpha / 2} u(x) & =h(x), & & x \in \Omega=(a, b), \\
u(x) & =0, & & x \in \mathbb{R} \backslash \Omega \tag{5}
\end{align*}
$$

can be changed as

$$
\begin{align*}
& -\frac{1}{2}\left(\mathbf{D}^{\alpha} u(x)+\mathbf{D}^{\alpha *} u(x)\right)=-\cos \left(\frac{\pi \alpha}{2}\right) h(x), \quad x \in(a, b), \\
& u(a)=u(b)=0
\end{align*}
$$

which is a special case of (1), where $\alpha \in(0,2)$ (not only limited to (1,2) as in (1)).
From the view of stochastic processes, the physical meaning of the fractional Laplacian defined in above way with Dirichlet boundary conditions is the negative infinitesimal generator of stopped subordinated Brownian motion (i.e., stopped $\alpha$-stable Lévy motion), which represents particles that are stopped upon exiting the domain via a jump over the boundary (W. H. Deng, X. C. Wu, and W. L. Wang, 2017; W. H. Deng, B. Y. Li, W. Y. Tian, and P. W. Zhang, n.d.; M. Meerschaert, A. Sikorskil, 2011). Here, we do not concern the detailed conditions under which (5) and (6) are equivalent. Instead, we mainly focus on the spectral methods that are effective for them, and leave the theoretical part in our future work.

Comparing with the classical differential equations, one of the big challenges we have to face is the expensiveness of its computation cost besides its complexity, since fractional operators are pseudodifferential operators which are non-local. Finite difference methods and finite elements methods are not easy to apply when solving especially a two-sided fractional problems, because the information on the whole domain is needed which results in a huge computational cost. In this case, spectral method, as a global method, appears to be a natural choice. There are existing spectral work, used to solve one-sided or two-sided fractional differential equations with Riemann-Liouville or variable order fractional operators (S. CHEN, J. Shen, and L. L. Wang, 2016; C. Li, F. Zeng, and F. Liu, n.d.; Z. Mao, G. Karniadakis, n.d.; H. Wang and X. Zhang, 2015; M. Zayernouri, M. Ainsworth, and G. E. Karniadakis, 2015). Early spectral collocation methods for fractional problems using classical interpolation basis functions with Legendre-Gauss-Lobatto or Chebyshev-Gauss-Lobatto collocated points are proposed in (X. J. Li and C. J. Xu, n.d.) and (W. Y. Tian, W. H. Deng, and Y. J. Wu, n.d.). Eigenfunctions of a fractional SturmLiouville operator are derived in (M. Zayernouri and G. E. Karniadakis, n.d.). Spectral approximation results in weighted Sobolev spaces involving fractional derivatives are derived in (S. Chen, J. Shen, and L. L. Wang, 2016), including also rigorous convergence analysis. The authors in (Y. Jiao, L. L. Wang, and C. Huang, 2016) introduce fractional Birkhoff interpolation basis functions into collocation methods to reduce the condition numbers when solving the one-sided Caputo fractional equations.

As for the problem (1), a variational formulation is studied in (V. J. Ervin and J. P. Roop, n.d.), together with a finite element error analysis. The regularity of (1) is studied, also a finite elements method and a spectral type approximation method are proposed in it.
As far as we know, there is little literature to discuss the weak formulation of the two-sided fractional diffusion problems with drift, in which the fractional operators are physically well-defined. Also, there has been no relevant work to talk about the corresponding well-conditioned scheme.

This paper mainly proposes three kinds of Galerkin spectral schemes for solving Eq. (1). These three Galerkin spectral schemes are based on different weak variational formulations and have different regularity requirements, all of which shows to be effective to this kind of two-sided fractional diffusion equation with drift, even when the solution has a low regularity. In special, based on the former two formulations, the third one, named as mixed Galerkin spectral formulation, is designed by splitting the Eq. (1) into three subequations. In this way, the trial and test functions are more flexible to choose, so that the coefficient matrices can be expressed in a simpler way. Besides, compared with the condition numbers of the stiff
matrices in the other two schemes, the condition number in mixed Galerkin spectral scheme can be reduced from $O\left(N^{2 \alpha}\right)$ to about $O\left(N^{\alpha}\right)$, where $N$ is the degree of the polynomials used in the approximation.
The rest of this paper is organized as follows. Section reviews some important definitions and results about the image spaces of Riemann-Liouville fractional integrals on Sobolev space $W^{m, p}(\Omega)$ space, which are the framework of the weak formulation in this paper. Three different weak formulations and Galerkin spectral methods are presented step by step in Sections, where the differences among them are discussed. Section 33 provides the numerical results for solving problems (1) and (5), in which one can observed that the condition numbers are substantially decreased in the mixed Galerkin spectral method. Finally, the main results are summarized in Section 33.

## Preliminaries

In this section, we outline the definition and some results about the image spaces of $\alpha$-order RiemannLiouville fractional integral operators on $L_{p}(\Omega)$ or $W^{m, p}(\Omega)$, which is called "spaces of fractional integrals" for short (L. J. Zhao, W. H. Deng, and J. S. Hesthaven, n.d.), where $W^{m, p}(\Omega)$ is a given classical Sobolev space and $\Omega=[a, b]$.
As we all know that the concept of fractional calculus is almost as old as their more familiar integer order counterparts, and many mathematical results about fractional operators are also discussed in the early days (K. S. Miller, B. Ross, 1993; K. B. Oldham, J. Spanier, 1974; I. Podlubny, n.d.; S. Samko, A. Kilbas, and O. Marichev, n.d.). Until recently, fractional derivatives have been widely and successfully explored as a tool for developing more sophisticated mathematical models. Here, we borrow (not simply copy but sometimes have to flip through pages) the space, which we call as the image space of Riemann-Liouville fractional integral operators on $L_{p}([a, b])$ space, introduced in (S. Samko, A. Kilbas, and O. Marichev, n.d.), and some results given in (S. Samko, A. Kilbas, and O. Marichev, n.d.) and (L. J. Zhao, W. H. Deng, and J. S. Hesthaven, n.d.), to begin our discussion. The reason we choose this kind of space, not only because it comes from a "non state of the art" references, but also because the key difficulty of the fractional operators that are widely used, such as Riemann-Liouville derivative or Caputo deriavative, are actually come from the pseudo-differential or Riemann-Liouville fractional integral operator in them. Since the space of fractional integrals of $L_{p}$ functions can catch this characteristic very well, it is a natural way to begin our discussion from it.

Denote $L_{p}(\Omega)(1 \leq p<\infty)$ as $L_{p}$ space on $\Omega=[a, b]$. The set of $\alpha$-th order left and right Riemann-Liouville fractional integrals of $L_{p}(\Omega)$ functions, $1 \leq p<\infty$, are firstly given in Definition 2.3 of (S. Samko, A. Kilbas, and O. Marichev, n.d.). We rearrange them as follows:

$$
\begin{equation*}
I^{\alpha}\left[L_{p}(\Omega)\right]:=\left\{f: f(x)={ }_{a} I_{x}^{\alpha} \varphi(x), \varphi(x) \in L_{p}(\Omega), x \in \Omega\right\}, \alpha>0, \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
I^{\alpha *}\left[L_{p}(\Omega)\right]:=\left\{f: f(x)={ }_{x} I_{b}^{\alpha} \varphi(x), \varphi(x) \in L_{p}(\Omega), x \in \Omega\right\}, \alpha>0 . \tag{8}
\end{equation*}
$$

Now we only list some results about $I^{\alpha}\left[L_{p}(\Omega)\right]$; similar results can be derived for $I^{\alpha *}\left[L_{p}(\Omega)\right]$.

In (L. J. Zhao, W. H. Deng, and J. S. Hesthaven, n.d.), Corollary 2.10 shows that actually if $u(x) \in$ $I^{\alpha}\left[L_{p}(\Omega)\right]$, then ${ }_{a}^{R L} D_{x}^{\alpha} u(x):=D^{n}{ }_{a} I_{x}^{n-\alpha} u(x)=\mathbf{D}^{\alpha} u(x)$. Therefore, the following lemmas hold (L. J. ZhaO, W. H. Deng, and J. S. Hesthaven, n.d.).

If $u(x) \in I^{\alpha}\left[L_{1}(\Omega)\right], n-1 \leq \alpha<n$, then

$$
\begin{equation*}
{ }_{a} I_{x}^{\alpha} \mathbf{D}^{\alpha} u(x)=u(x) \tag{9}
\end{equation*}
$$

Let $n-1 \leq \alpha<n$. If $u(x) \in I^{\alpha}\left[L_{2}(\Omega)\right], v(x) \in I^{\alpha *}\left[L_{2}(\Omega)\right]$, then

$$
\begin{equation*}
\left(\mathbf{D}^{\alpha} u(x), v(x)\right)=\left(u(x), \mathbf{D}^{\alpha *} v(x)\right) . \tag{10}
\end{equation*}
$$

Let $\alpha_{1}>0, \alpha_{2}>0, \alpha_{1}+\alpha_{2}=\alpha$. If $u(x) \in I^{\alpha}\left[L_{p}(\Omega)\right]$, then

$$
\begin{equation*}
\mathbf{D}^{\alpha} u(x)=\mathbf{D}^{\alpha_{1}} \mathbf{D}^{\alpha_{2}} u(x) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{D}^{\alpha_{2}} u(x) \in I^{\alpha_{1}}\left[L_{p}(\Omega)\right] . \tag{12}
\end{equation*}
$$

If $u(x) \in I^{\alpha}\left[L_{1}(\Omega)\right]$, then there exists a unique $\varphi(x) \in L_{1}(\Omega)$ (S. Samko, A. Kilbas, and O. Marichev, n.d.; L. J. Zhao, W. H. Deng, And J. S. Hesthaven, n.d.), such that $u(x)={ }_{a} I_{x}^{\alpha} v(x)$. Using Lemma, we have

$$
\begin{align*}
& \int_{a}^{b} u(x) \cdot \mathbf{D}^{\alpha *} \phi(x) d x \\
= & \int_{a}^{b}{ }_{a} I_{x}^{\alpha} \varphi(x) \cdot \mathbf{D}^{\alpha *} \phi(x) d x \\
= & \int_{a}^{b} \varphi(x) \cdot{ }_{x} I_{b}^{\alpha} \mathbf{D}^{\alpha *} \phi(x) d x \\
= & \int_{a}^{b} \varphi(x) \phi(x) d x \quad \forall \phi(x) \in C_{c}^{\infty}(\Omega), \tag{13}
\end{align*}
$$

where the integrals make sense because of the Hölder inequality $\|f g\|_{L_{1}} \leq\|f\|_{L_{1}} \cdot\|g\|_{L_{\infty}}$.
Because $I^{\alpha}\left[L_{p}(\Omega)\right] \subseteq I^{\alpha}\left[L_{1}(\Omega)\right]$, $p \geq 1$, so, Eqs. (9)-(13) still hold for $I^{\alpha}\left[L_{p}(\Omega)\right], p \geq 1$. Therefore, we can say that $I^{\alpha}\left[L_{p}(\Omega)\right]$ is a Sobolev space.
Since for $p \geq 1, I^{\alpha}\left[L_{p}(\Omega)\right] \hookrightarrow L_{p}(\Omega)$ (Theorem 2.6 in (S. Samko, A. Kilbas, And O. Marichev, n.d.)), i.e., (similar to Poincaré inequality (V. J. Ervin and J. P. Roop, n.d.))

$$
\left\|_{a} I_{x}^{\alpha} \varphi(x)\right\|_{p} \leq \frac{(b-a)^{\alpha}}{\Gamma(\alpha+1)}\|\varphi(x)\|_{p} \quad \forall \varphi(x) \in L_{p}(\Omega)
$$

We can introduce the norm in $I^{\alpha}\left[L_{p}(\Omega)\right]$ by

$$
\begin{equation*}
\|u(x)\|_{I^{\alpha}\left[L_{p}(\Omega)\right]}:=\left\|_{a} \mathbf{D}_{x}^{\alpha} u(x)\right\|_{p} . \tag{14}
\end{equation*}
$$

In the later sections, we can see that actually, for $\alpha>0, \delta>-1, \gamma \in \mathbb{R}$, functions $(1+x)^{\delta+\alpha} J_{n}^{\gamma-\alpha, \delta+\alpha}(x)$ and $(1-x)^{\delta+\alpha} J_{n}^{\delta+\alpha, \gamma-\alpha}(x)$ belong to $I^{\alpha}\left[L_{1}(-1,1)\right]$ and $I^{\alpha *}\left[L_{p}(-1,1)\right]$, respectively, where $\left\{J_{n}^{\sigma, \eta}(x)\right\}_{n=0}$ denote the Jacobi polynomials, which are defined by Rodrigues' formula

$$
(1-x)^{\sigma}(1+x)^{\eta} J_{n}^{\sigma, \eta}(x)=\frac{(-1)^{n}}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left[(1-x)^{n+\sigma}(1+x)^{n+\eta}\right]
$$

and they are orthogonal on $[-1,1]$ with respect to $(1-x)^{\sigma}(1+x)^{\eta}$ when $\sigma>-1, \eta>-1$ (G. SzEGÖ, n.d.). Let $0<\alpha<\frac{1}{2}$. If $u(x) \in L_{p}(\Omega), p=\frac{2}{1+2 \alpha}$, then

$$
\begin{equation*}
\left({ }_{a} I_{x}^{\alpha} u(x),{ }_{x} I_{b}^{\alpha} u(x)\right)=\cos (\pi \alpha) \cdot\left\|{ }_{a} I_{x}^{\alpha} u(x)\right\|_{2}^{2}=\cos (\pi \alpha) \cdot\left\|{ }_{x} I_{b}^{\alpha} u(x)\right\|_{2}^{2} . \tag{15}
\end{equation*}
$$

Next, the Sobolev space with higher regularity can be defined (L. J. Zhao, W. H. Deng, and J. S. Hesthaven, n.d.):

The image space of $\alpha$-th order left Riemann-Liouville fractional integrals on $W^{m, p}(\Omega)$ is defined as

$$
\begin{equation*}
I^{\alpha}\left[W^{m, p}(\Omega)\right]:=\left\{f: f(x)={ }_{a} I_{x}^{\alpha} \varphi(x), \varphi(x) \in W^{m, p}(\Omega), x \in \Omega\right\}, \tag{16}
\end{equation*}
$$

and with norm

$$
\|f(x)\|_{I^{\alpha}\left[W^{m, p}(\Omega)\right]}:=\left\|\mathbf{D}_{x}^{\alpha} f(x)\right\|_{W^{m, p}(\Omega)},
$$

where $W^{m, p}(\Omega)$ is a given classical integer Sobolev space.
The relationships between the image spaces $I^{\alpha}\left[W^{m, p}(\Omega)\right]$ and $I^{\alpha *}\left[W^{m, p}(\Omega)\right]$ are briefly listed in the following lemmas, in which besides the case $m=0$, the most interested cases is when $p=2$ and $W^{m, 2}(\Omega)=H^{m}(\Omega)$.
(S. Samko, A. Kilbas, and O. Marichev, n.d.) When $0<\alpha<1 / p$, and $1<p<\infty$, then

$$
\begin{equation*}
H^{\alpha, p}(\Omega)=\hat{I}^{\alpha}\left[L_{p}(\Omega)\right]:=I^{\alpha}\left[L_{p}(\Omega)\right]=I^{\alpha *}\left[L_{p}(\Omega)\right] . \tag{17}
\end{equation*}
$$

When $1 / p<\alpha<1 / p+1$, then

$$
\begin{equation*}
H_{0}^{\alpha, p}(\Omega)=I^{\alpha}\left[L_{p}(\Omega)\right] \cap I^{\alpha *}\left[L_{p}(\Omega)\right], \tag{18}
\end{equation*}
$$

where

$$
\begin{gathered}
H_{0}^{\alpha, p}(\Omega)=\left\{f: f(x) \in H^{\alpha, p}(\Omega), \text { and } f(a)=f(b)=0\right\}, \\
H^{\alpha, p}(\Omega)=\left\{f: \exists g(x) \in H^{\alpha, p}(\mathbb{R}), \text { s.t. }\left.g(x)\right|_{\Omega}=f(x)\right\}, \\
H^{\alpha, p}(\mathbb{R})=\left\{f(x) \in L_{p}(\mathbb{R}): \mathcal{F}^{-1}\left[\left(1+|\xi|^{2}\right)^{\frac{\alpha}{2}} \mathcal{F}[f]\right] \in L_{p}(\mathbb{R})\right\} .
\end{gathered}
$$

(L. J. Zhao, W. H. Deng, and J. S. Hesthaven, n.d.) If $0 \leq \alpha<\frac{1}{2}$, then

$$
\begin{align*}
& I^{\alpha}\left[H^{m}(\Omega)\right] \cap I^{\alpha *}\left[H^{m}(\Omega)\right] \\
= & \left\{f: f(x) \in W^{m, q}(\Omega), f(x)=o\left((x-a)^{m+\alpha-\frac{1}{2}}\right), \text { as } x \rightarrow a,\right. \\
& \left.f(x)=o\left((b-x)^{m+\alpha-\frac{1}{2}}\right), \text { as } x \rightarrow b\right\}, q=\frac{2}{1-2 \alpha} . \tag{19}
\end{align*}
$$

If $\frac{1}{2}<\alpha<1$, then

$$
\begin{align*}
& I^{\alpha}\left[H^{m}(\Omega)\right] \cap I^{\alpha *}\left[H^{m}(\Omega)\right] \\
= & \left\{f: f(x) \in W^{m+1, q}(\Omega), f(x)=o\left((x-a)^{m+\alpha-\frac{1}{2}}\right), \text { as } x \rightarrow a,\right. \\
& \left.f(x)=o\left((b-x)^{m+\alpha-\frac{1}{2}}\right), \text { as } x \rightarrow b\right\}, q=\frac{2}{3-2 \alpha} . \tag{20}
\end{align*}
$$

Denote $P_{N}(\Omega)$ as the polynomials spaces of degree less than or equal to $N$ on $\Omega$. Then $I^{\alpha}\left[P_{N}(\Omega)\right]:=$ $\left\{f: f(x)={ }_{a} I_{x}^{\alpha} \varphi(x), \varphi(x) \in P_{N}(\Omega), x \in[\Omega]\right\}$ is a subspace of $I^{\alpha}\left[L_{2}(\Omega)\right]$.
Denote $\Pi_{N}$ as the orthogonal projection operator from $L_{2}(\Omega)$ onto $P_{N}(\Omega)$. Then the following approximation property holds:
(L. J. Zhao, W. H. Deng, and J. S. Hesthaven, n.d.) If $\alpha \in\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right)$, and $u(x) \in I_{a+}^{\alpha}\left[H^{m}(\Omega)\right]$, then there exists a constant $C=C(\alpha, \Omega, m)$, such that

$$
\begin{equation*}
\left\|u-Q_{N}^{\alpha} u\right\|_{L_{2}(\Omega)} \leq C N^{-m}\left\|_{a} \mathbf{D}_{x}^{\alpha} u\right\|_{H^{m}(\Omega)} \tag{21}
\end{equation*}
$$

where $Q_{N}^{\alpha} u(x):={ }_{a} I_{x}^{\alpha}\left(\Pi_{N}{ }_{a} \mathbf{D}_{x}^{\alpha} u\right)(x)$.

## Variational formulations and spectral methods

We use the spaces of fractional integrals introduced above to design Galerkin spectral methods for solving problem (1). Without loss of generality, we now restrict our attention to the interval $\Omega=[-1,1]$.

## Variational formulations

In order to derive a variational form of (1), we firstly assume for the moment that $u(x)$ is a sufficiently smooth solution. By multiplying an arbitrary $v(x) \in C_{c}^{\infty}(\Omega)$, it can be obtained that

$$
\begin{equation*}
\int_{-1}^{1}-\left(\bar{p} \cdot \mathbf{D}^{\alpha} u(x)+\bar{q} \cdot \mathbf{D}^{\alpha *} u(x)\right) \cdot v(x) d x+\bar{d} D u(x) \cdot v(x) d x=\int_{-1}^{1} h(x) v(x) d x . \tag{22}
\end{equation*}
$$

## Variational formulation I

Taking integration by parts for the left hand of (22), and noting that $\mathbf{D} u(x)=\mathbf{D}^{\frac{\alpha}{2}} \mathbf{D}^{\frac{\alpha}{2}} u(x)$ for smooth $u$ with $u(-1)=0$ by the definition of $\mathbf{D}^{\gamma} \operatorname{in}(2)$, we can obtain

Denote

$$
\Phi_{1}^{\frac{\alpha}{2}}(\Omega):=I^{\frac{\alpha}{2}}\left[L_{2}(\Omega)\right] \cap I^{\frac{\alpha}{2} *}\left[L_{2}(\Omega)\right]
$$

Now we define the associated bilinear form $B_{1}: \Phi_{1}^{\frac{\alpha}{2}}(\Omega) \times \Phi_{1}^{\frac{\alpha}{2}}(\Omega) \rightarrow \mathbb{R}$ for (1) as

$$
\begin{equation*}
B_{1}(u, v):=-\bar{p}\left(\mathbf{D}^{\frac{\alpha}{2}} u, \mathbf{D}^{\frac{\alpha}{2} *} v\right)-\bar{q}\left(\mathbf{D}^{\frac{\alpha}{2} *} u, \mathbf{D}^{\frac{\alpha}{2}} v\right)+\bar{d} \cdot\left(\mathbf{D}^{\frac{1}{2}} u, \mathbf{D}^{\frac{1}{2} *} v\right) \tag{24}
\end{equation*}
$$

For a given function $h(x)$, which belongs to the dual space of $W_{0}^{1, p_{1}}(\Omega)$ (H. Brezis, 2010), and be denoted as $W^{-1, q_{1}}(\Omega)$, where $p_{1}=\frac{2}{3-\alpha}, q_{1}=\frac{2}{\alpha-1}$, we define the associated linear functional $F_{1}: \Phi_{1}^{\frac{\alpha}{2}}(\Omega) \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
F_{1}(v):=\langle h, v\rangle \tag{25}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the duality pair of $W^{-1, q_{1}}(\Omega)$ and $W_{0}^{1, p_{1}}(\Omega)$.
By Lemma and formula (20) in Lemma, we can check that both (24) and (25) make sense.
Thus, the corresponding variational formulation of (1) can be defined as follows.
[Variational Formulation I] A function $u(x) \in \Phi_{1}^{\frac{\alpha}{2}}(\Omega)$ is a variational solution of problem (1) provided

$$
\begin{equation*}
B_{1}(u, v)=F_{1}(v) \quad \forall v(x) \in \Phi_{1}^{\frac{\alpha}{2}}(\Omega) \tag{26}
\end{equation*}
$$

The well-posedness of problem (26) is guaranteed by the well-known Lax-Milgram lemma. The continuity of the bilinear form $B_{1}(\cdot, \cdot)$ and the functional $F_{1}$ is obvious. The coercivity of $B_{1}(\cdot, \cdot)$ in the space $\Phi_{1}^{\frac{\alpha}{2}}(\Omega)$ is guaranteed by Lemma .

Denote

$$
\Phi_{1, N}^{\frac{\alpha}{2}}(\Omega)=I^{\frac{\alpha}{2}}\left[P_{N}(\Omega)\right] \cap I^{\frac{\alpha}{2} *}\left[P_{N}(\Omega)\right]
$$

Then the Galerkin approximation of (26) is: find $u_{1, N}(x) \in \Phi_{1, N}^{\frac{\alpha}{2}}(\Omega)$, such that

$$
\begin{equation*}
B_{1}\left(u_{1, N}, v_{1, N}\right)=F_{1}\left(v_{1, N}\right) \quad \forall v_{1, N}(x) \in \Phi_{1, N}^{\frac{\alpha}{2}}(\Omega) \tag{27}
\end{equation*}
$$

## Variational formulation II

As a connecting link between the subsections above and below, we consider another kind of variational formulation in which test functions bear stronger regularity limitation. Actually, for smooth solution $u$ with $u(-1)=u(1)=0$, and an arbitrary given $v(x) \in C_{c}^{\infty}(\Omega)$, instead of Eq. (23), we can get another formula by taking integration by part for the left side of Eq. (22), as follows:

$$
\begin{gather*}
-\bar{p} \int_{-1}^{1} \mathbf{D}^{\frac{\alpha-1}{2}} u(x) \cdot \mathbf{D}^{\frac{\alpha+1}{2} *} v(x) d x-\bar{q} \int_{-1}^{1} \mathbf{D}^{\frac{\alpha-1}{2} *} u(x) \cdot \mathbf{D}^{\frac{\alpha+1}{2}} v(x) d x \\
-\bar{d} \int_{-1}^{1} u(x) \cdot D v(x) d x=\int_{-1}^{1} h(x) v(x) d x \tag{28}
\end{gather*}
$$

Denote

$$
\Phi_{2}^{\frac{\alpha-1}{2}}(\Omega):=\left\{f: f \in \hat{I}^{\frac{\alpha-1}{2}}\left[L_{2}(\Omega)\right], \text { and } f(-1)=f(1)=0\right\}
$$

We now define another type of bilinear form $B_{2}: \Phi_{2}^{\frac{\alpha-1}{2}}(\Omega) \times \Phi_{1}^{\frac{\alpha+1}{2}}(\Omega) \rightarrow \mathbb{R}$ for (1) as

$$
\begin{equation*}
B_{2}(u, v):=-\bar{p}\left(\mathbf{D}^{\frac{\alpha-1}{2}} u, \mathbf{D}^{\frac{\alpha+1}{2} *} v\right)-\bar{q}\left(\mathbf{D}^{\frac{\alpha-1}{2} *} u, \mathbf{D}^{\frac{\alpha+1}{2}} v\right)-\bar{d} \cdot(u, D v) \tag{29}
\end{equation*}
$$

For a given source term $h(x)$, which belongs to the dual space of $W_{0}^{1, p_{2}}(\Omega)$ (H. Brezis, 2010), and be denoted as $W^{-1, q_{2}}(\Omega)$, where $p_{2}=\frac{2}{2-\alpha}, q_{2}=\frac{2}{\alpha}$, we define the associated linear functional $F_{2}: \Phi_{1}^{\frac{\alpha+1}{2}}(\Omega) \rightarrow \mathbb{R}$ as

$$
\begin{equation*}
F_{2}(v):=\langle h, v\rangle \tag{30}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the duality pair of $W^{-1, q_{2}}(\Omega)$ and $W_{0}^{1, p_{2}}(\Omega)$.
By Lemma, formula (18) in Lemma, and formula (19) in Lemma, we can check that both (29) and (30) make sense.

Thus, the corresponding variational formulation of (1) can be defined as follows.
[Variational Formulation II] A function $u(x) \in \Phi_{2}^{\frac{\alpha-1}{2}}(\Omega)$ is a variational solution of problem (1) provided

$$
\begin{equation*}
B_{2}(u, v)=F_{2}(v) \quad \forall v(x) \in \Phi_{1}^{\frac{\alpha+1}{2}}(\Omega) \tag{31}
\end{equation*}
$$

The well-posedness of problem (31) is guaranteed by the well-known inf-sup condition (I. Babuška and A. K. AzIz, n.d.).

It is not difficulty to see that the weak solution as well as the linear functional in (31) lie in weaker spaces than the weak solution and the linear functional of (26) do; the classical solution can be recovered from both (26) and (31) if $u$ is smooth enough.

Denote

$$
\Phi_{2, N}^{\frac{\alpha-1}{2}}(\Omega):=\hat{I}^{\frac{\alpha-1}{2}}\left[P_{N}(\Omega)\right]
$$

We can see that if $f(x) \in \Phi_{2, N}^{\frac{\alpha-1}{2}}(\Omega)$, then $f( \pm 1)=0$.
The Galerkin approximation of (31) is: find $u_{2, N}(x) \in \Phi_{2, N}^{\frac{\alpha-1}{2}}(\Omega)$, such that

$$
\begin{equation*}
B_{2}\left(u_{2, N}, v_{2, N}\right)=F_{2}\left(v_{2, N}\right) \quad \forall v_{2, N}(x) \in \Phi_{1, N}^{\frac{\alpha+1}{2}}(\Omega) \tag{32}
\end{equation*}
$$

## Variational formulation III

Since by Lemma, when $\gamma>\frac{1}{2}, I^{\gamma}\left[P_{N}(\Omega)\right] \neq I^{\gamma *}\left[P_{N}(\Omega)\right]$, it is not simple to manipulate $I^{\gamma}\left[P_{N}(\Omega)\right] \cap$ $I^{\gamma *}\left[P_{N}(\Omega)\right]$ during the numerical realization. One way to get rid of using it during the computation, is based on the following splitting formula, which is equivalent to problem (1):

$$
\begin{align*}
& l(x)=\bar{p}{ }_{-1} I_{x}^{2-\alpha} D u(x) \\
& r(x)=\bar{q}_{x} I_{1}^{2-\alpha} D u(x) \\
& -D[l(x)+r(x)]+\bar{d} \cdot D u(x)=h(x) \\
& u(-1)=u(1)=0 \tag{33}
\end{align*}
$$

Similarly to the above discussions, by assuming for the moment that $u(x)$ is a sufficiently smooth solution, then multiplying the first three equalities of (33) separately by $\psi_{1} \in C_{c}^{\infty}(\Omega), \psi_{2} \in C_{c}^{\infty}(\Omega), \psi_{3} \in C_{c}^{\infty}(\Omega)$, and taking integration by parts, we can get

$$
\begin{align*}
& \int_{-1}^{1} l(x) \psi_{1}(x) d x=\bar{p} \int_{-1}^{1} \mathbf{D}^{\frac{\alpha-1}{2}} u(x) \cdot \mathbf{D}^{\frac{\alpha-1}{2} *} \psi_{1}(x) d x \\
& \int_{-1}^{1} r(x) \psi_{2}(x) d x=\bar{q} \int_{-1}^{1} \mathbf{D}^{\frac{\alpha-1}{2} *} u(x) \cdot \mathbf{D}^{\frac{\alpha-1}{2}} \psi_{2}(x) d x \\
& \int_{-1}^{1}[l(x)+r(x)] D \psi_{3}(x) d x-\bar{d} \cdot \int_{-1}^{1} u(x) D \psi_{3}(x) d x=\int_{-1}^{1} h(x) \psi_{3}(x) d x \tag{33}
\end{align*}
$$

If $u(x) \in \Phi_{2}^{\frac{\alpha-1}{2}}(\Omega), \psi_{1}(x)$ and $\psi_{2}(x)$ belong to $\hat{I}^{\frac{\alpha-1}{2}}\left[L_{2}(\Omega)\right]$, then $l(x)$ and $r(x)$ belong to $L_{q_{2}}(-1,1)$, $\psi_{3}(x) \in W_{0}^{1, p_{2}}(-1,1)$, and $h(x) \in W^{-1, q_{2}}(-1,1)$, where $p_{2}=\frac{2}{2-\alpha}, q_{2}=\frac{2}{\alpha}$. In this case, (33) is actually the same as Variational Formulation II ().

For the convenience of computation and implementation, we partially yield to the requirements on the regularity in (28). Specifically, we define the third type of mixed variational formulation of (1) in the following way:
[Variational Formulation III] Find $u(x) \in \Phi_{2}^{\frac{\alpha-1}{2}}(\Omega), l(x) \in L_{2}(-1,1)$, and $r(x) \in L_{2}(-1,1)$, such that

$$
\begin{array}{ll}
\left(l(x), \psi_{1}(x)\right)-\bar{p}\left(\mathbf{D}^{\frac{\alpha-1}{2}} u(x), \mathbf{D}^{\frac{\alpha-1}{2} *} \psi_{1}(x)\right)=0 & \forall \psi_{1}(x) \in \hat{I}^{\frac{\alpha-1}{2}}\left[L_{2}(-1,1)\right] \\
\left(r(x), \psi_{2}(x)\right)-\bar{q}\left(\mathbf{D}^{\frac{\alpha-1}{2} *} u(x), \mathbf{D}^{\frac{\alpha-1}{2}} \psi_{2}(x)\right)=0 & \forall \psi_{2}(x) \in \hat{I}^{\frac{\alpha-1}{2}}\left[L_{2}(-1,1)\right] \\
\left(l(x)+r(x), D \psi_{3}(x)\right)-\bar{d} \cdot\left(u(x), D \psi_{3}(x)\right)=F_{3}\left(\psi_{3}\right) & \forall \psi_{3}(x) \in H_{0}^{1}(-1,1), \tag{33}
\end{array}
$$

where for a given $h(x) \in H^{-1}(-1,1), F_{3}: H_{0}^{1}(-1,1) \rightarrow \mathbb{R}$ is a linear functional defined as

$$
\begin{equation*}
F_{3}(v):=\langle h, v\rangle \tag{33}
\end{equation*}
$$

and $\langle\cdot, \cdot\rangle$ is the duality pair of $H^{-1}(-1,1)$ and $H_{0}^{1}(-1,1)$.
We can see that the main difference between the weak formulae (31) and (33) is that the linear functional $h(x)$ of later one lies in a bit smaller space than that of former one, and as a sequence, the weak solution $u(x)$ of (33) lies in a smaller space.

Denote

$$
\Psi_{3, N}(\Omega)=\left\{f: f \in P_{N}(\Omega), \text { and } f(-1)=f(1)=0\right\}
$$

Then the Galerkin approximation of (33) is: find $u_{3, N}(x) \in \Phi_{2, N}^{\frac{\alpha-1}{2}}(\Omega), l_{N}(x) \in P_{N}(\Omega)$, and $r_{N}(x) \in P_{N}(\Omega)$, such that

$$
\begin{array}{ll}
\left(l_{N}, \psi_{1, N}\right)-\bar{p}\left(\mathbf{D}^{\frac{\alpha-1}{2}} u_{3, N}, \mathbf{D}^{\frac{\alpha-1}{2} *} \psi_{1, N}\right)=0 & \forall \psi_{1, N} \in \hat{I}^{\frac{\alpha-1}{2}}\left[P_{N}(\Omega)\right], \\
\left(r_{N}, \psi_{2, N}\right)-\bar{q}\left(\mathbf{D}^{\frac{\alpha-1}{2} *} u_{3, N}, \mathbf{D}^{\frac{\alpha-1}{2}} \psi_{2, N}\right)=0 & \forall \psi_{2, N} \in \hat{I}^{\frac{\alpha-1}{2}}\left[P_{N}(\Omega)\right], \\
\left(l_{N}+r_{N}, D \psi_{3, N}\right)-\bar{d} \cdot\left(u_{3, N}, D \psi_{3, N}\right)=F_{3}\left(\psi_{3, N}\right) & \forall \psi_{3, N} \in \Psi_{3, N}(\Omega) . \tag{33}
\end{array}
$$

## Numerical implementation

In this paper, we mainly focus on designing the numerical schemes for the above variational formulations, and leave the theoretical part in our future work.

We shall make use of the so-called Generalized Jacobi functions that we mentions in Remark and have been widely used in other papers of spectral methods for fractional problem, such as (W. Y. Tian, W. H. Deng, and Y. J. Wu, n.d.; C. Li, F. Zeng, and F. Liu, n.d.; M. Zayernouri and G. E. Karniadakis, n.d.; S. Chen, J. Shen, and L. L. Wang, 2016) and so on.

Recall the following formulas ((R. Askey, n.d.), p.20):

$$
\begin{align*}
& { }_{-1} I_{x}^{\alpha}\left((1+x)^{\delta} J_{n}^{\gamma, \delta}(x)\right)=\frac{\Gamma(n+\delta+1)}{\Gamma(n+\delta+\alpha+1)}(1+x)^{\delta+\alpha} J_{n}^{\gamma-\alpha, \delta+\alpha}(x),  \tag{33}\\
& { }_{x} I_{1}^{\alpha}\left((1-x)^{\delta} J_{n}^{\delta, \gamma}(x)\right)=\frac{\Gamma(n+\delta+1)}{\Gamma(n+\delta+\alpha+1)}(1-x)^{\delta+\alpha} J_{n}^{\delta+\alpha, \gamma-\alpha}(x) \tag{33}
\end{align*}
$$

where $\alpha>0, \delta>-1, \gamma \in \mathbb{R}$.
Using the properties

$$
\mathbf{D}^{\alpha}{ }_{-1} I_{x}^{\alpha}=I,
$$

and

$$
\mathbf{D}^{\alpha *}{ }_{x} I_{1}^{\alpha}=I
$$

we can get from formulae (33) and (33) respectively that

$$
\begin{equation*}
\mathbf{D}^{\alpha}\left((1+x)^{\delta+\alpha} J_{n}^{\gamma-\alpha, \delta+\alpha}(x)\right)=\frac{\Gamma(n+\delta+\alpha+1)}{\Gamma(n+\delta+1)}(1+x)^{\delta} J_{n}^{\gamma, \delta}(x) \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{D}^{\alpha *}\left((1-x)^{\delta+\alpha} J_{n}^{\delta+\alpha, \gamma-\alpha}(x)\right)=\frac{\Gamma(n+\delta+\alpha+1)}{\Gamma(n+\delta+1)}(1-x)^{\delta} J_{n}^{\delta, \gamma}(x) \tag{33}
\end{equation*}
$$

## Galerkin spectral scheme of Variational Formulation-I

For the discrete variational formulation (27), we construct two kinds of trial functions as

$$
\phi_{1, n}^{L}(x):={ }_{-1} I_{x}^{\frac{\alpha}{2}} L_{n}(x)=\frac{\Gamma(n+1)}{\Gamma\left(n+1+\frac{\alpha}{2}\right)}(1+x)^{\frac{\alpha}{2}} J_{n}^{-\frac{\alpha}{2}, \frac{\alpha}{2}}(x), 0 \leq n \leq N-1,
$$

(33)
and

$$
\begin{equation*}
\phi_{1, n}^{R}(x):={ }_{x} I_{1}^{\frac{\alpha}{2}} L_{n}(x)=\frac{\Gamma(n+1)}{\Gamma\left(n+1+\frac{\alpha}{2}\right)}(1-x)^{\frac{\alpha}{2}} J_{n}^{\frac{\alpha}{2},-\frac{\alpha}{2}}(x), 0 \leq n \leq N-1 \tag{33}
\end{equation*}
$$

where $L_{n}(x)=J_{n}^{0,0}(x), n \geq 0$, are Legendre polynomials, which are orthogonal in the $L_{2}$ sense (C. Canuto, A. Quarteroni, M. Y. Hussaini, and T. A. Zang, n.d.; J. S. Hesthaven, S. Gottlieb, and D. Gottlieb, n.d.):

$$
\int_{-1}^{1} L_{n}(x) L_{m}(x)=\gamma_{n} \delta_{m n}, \quad \gamma_{n}=\frac{2}{2 n+1}
$$

and take test functions as

$$
v_{1, k}(x):=(1+x)_{x} I_{1}^{\frac{\alpha}{2}} L_{k}(x), \quad 0 \leq k \leq N-1
$$

Denote

$$
u_{1, N}(x):=\sum_{n=0}^{N-1} u_{1, n}^{L} \phi_{1, n}^{L}(x)
$$

be the approximation of the exact solution $u$, and let

$$
\begin{equation*}
u_{1, N}\left(x_{i}\right)=\sum_{n=0}^{N-1} u_{1, n}^{L} \phi_{1, n}^{L}\left(x_{i}\right)=\sum_{m=0}^{N-1} u_{1, m}^{R} \phi_{1, m}^{R}\left(x_{i}\right), i=1, \cdots, N \tag{33}
\end{equation*}
$$

for some given nodes $\left\{x_{i}\right\}_{i=1}^{N}$.
Denote

$$
\mathbf{u}_{1}^{L}=\left[u_{1,0}^{L}, u_{1,1}^{L}, \cdots, u_{1, N-1}^{L}\right]^{T}, \quad \mathbf{u}_{1}^{R}=\left[u_{1,0}^{R}, u_{1,1}^{R}, \cdots, u_{1, N-1}^{R}\right]^{T}
$$

and $A_{1}^{L}$ and $A_{1}^{R}$ as two $N \times N$ matrices with

$$
\left(A_{1}^{L}\right)_{i, j}=\phi_{1, j-1}^{L}\left(x_{i}\right), \quad\left(A_{1}^{R}\right)_{i, j}=\phi_{1, j-1}^{R}\left(x_{i}\right)
$$

Then (33) can be rewritten as

$$
\begin{equation*}
A_{1}^{L} \mathbf{u}_{1}^{L}=A_{1}^{R} \mathbf{u}_{1}^{R} \tag{33}
\end{equation*}
$$

Use the properties of Legendre polynomials (J. S. Hesthaven, S. Gottlieb, and D. Gottlieb, n.d.)

$$
\begin{equation*}
(2 k+1) L_{k}(x)=\frac{d}{d x}\left(L_{k+1}(x)-L_{k-1}(x)\right) \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
L_{k}( \pm 1)=( \pm 1)^{k} \tag{33}
\end{equation*}
$$

and Leibniz rule for fractional derivative (I. Podlubny, n.d.), we can obtain from (33) that

$$
\mathbf{D}^{\frac{\alpha}{2} *} v_{1, k}(x)=\{
$$

$$
\begin{array}{ll}
(1+x) L_{k}(x)+\frac{\alpha}{2(2 k+1)}\left(L_{k+1}(x)-L_{k-1}(x)\right), & k \geq 1, \\
(1+x) L_{k}(x)+\frac{\alpha}{2(2 k+1)}\left(L_{k+1}(x)-1\right), & k=0 .
\end{array}
$$

For computing the left fractional derivative of $v_{1, k}(x)$, we denote

$$
\begin{equation*}
v_{1, k}(x)=\sum_{n=0}^{\infty}\left(v_{1, k}\right)_{n-1} I_{x}^{\frac{\alpha}{2}} L_{n}(x) \tag{33}
\end{equation*}
$$

Taking inner product with $\mathbf{D}^{\frac{\alpha}{2} *} L_{m}(x)$ in (33), using the orthogonality of Legendre polynomials and formulae (33), (33), one obtains

$$
\left(v_{1, k}\right)_{m}=\left(m+\frac{1}{2}\right) \frac{\Gamma(k+1) \Gamma(m+1)}{\Gamma(k+1+\alpha / 2) \Gamma(m+1-\alpha / 2)}\left((1+x) J_{k}^{\frac{\alpha}{2},-\frac{\alpha}{2}}(x), J_{m}^{-\frac{\alpha}{2}, \frac{\alpha}{2}}(x)\right)
$$

Therefore, the matrix formulation of (27) is

$$
\begin{equation*}
-\bar{p} \cdot M_{1}^{L} \mathbf{u}_{1}^{L}-\bar{q} \cdot M_{1}^{R} \mathbf{u}_{1}^{R}+\bar{d} \cdot M_{1}^{C} \mathbf{u}_{1}^{L}=\mathbf{f}_{1} \tag{33}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left(M_{1}^{L}\right)_{k+1, n+1} \\
= & \left(L_{n}(x),(1+x) L_{k}(x)+\frac{\alpha}{2(2 k+1)}\left(L_{k+1}(x)-L_{k-1}(x)\right)\right) \\
= & \left(L_{n}(x), x L_{k}(x)\right)+\gamma_{k} \delta_{n, k}+\frac{\alpha}{2(2 k+1)}\left(\gamma_{k+1} \delta_{n, k+1}-\gamma_{k-1} \delta_{n, k-1}\right), \quad k \geq 1 \\
& \left(M_{1}^{L}\right)_{1, n+1} \\
= & \left(L_{n}(x),(1+x) L_{0}(x)+\frac{\alpha}{2}\left(L_{1}(x)-1\right)\right) \\
= & (2-\alpha) \delta_{n, 0}+\frac{2+\alpha}{3} \delta_{n, 1} \\
& \left(M_{1}^{R}\right)_{k+1, n+1} \\
= & \left(L_{n}(x), \sum_{m=0}^{\infty}\left(v_{1, k}\right)_{m} L_{m}(x)\right)=\left(v_{1, k}\right)_{n} \cdot \gamma_{n}
\end{aligned}
$$

$$
\begin{aligned}
& \left(M_{1}^{C}\right)_{k+1, n+1} \\
= & \left(\mathbf{D}^{\frac{1}{2}} \phi_{1, n}^{L}(x), \mathbf{D}^{\frac{1}{2} *} v_{1, k}(x)\right) \\
= & \frac{\Gamma(n+1) \Gamma(k+1)}{\Gamma(n+\beta+1) \Gamma(k+\beta+1)} . \\
& \left(\left(1-x^{2}\right)^{\beta} \cdot J_{n}^{-\beta, \beta}(x),(1+x) J_{k}^{\beta,-\beta}(x)-\frac{1-x}{2(k+\beta+1)} J_{k}^{1+\beta,-1-\beta}(x)\right),
\end{aligned}
$$

and

$$
\left(\mathbf{f}_{1}\right) k=\frac{\Gamma(k+1)}{\Gamma\left(k+1+\frac{\alpha}{2}\right)} \int_{-1}^{1}(1-x)^{\frac{\alpha}{2}}(1+x) h(x) J_{k}^{\frac{\alpha}{2},-\frac{\alpha}{2}}(x) d x,
$$

with $\beta=\frac{\alpha}{2}$, and $M_{1}^{C}$ is calculated by using Leibniz rule for fractional derivative (I. Podlubny, n.d.).
It should be noted that all of these integrals in above formulations can be computed exactly by Gauss quadrature or weighted Gauss quadrature.

Combined (33) with (33), we can get the final Galerkin spectral scheme of (27):

$$
\begin{equation*}
\left(-\bar{p} \cdot M_{1}^{L}-\bar{q} \cdot M_{1}^{R}\left(A_{1}^{R}\right)^{-1} A_{1}^{L}+\bar{d} \cdot M_{1}^{C}\right) \mathbf{u}_{1}^{L}=\mathbf{f}_{1} . \tag{33}
\end{equation*}
$$

## Petrov-Galerkin spectral scheme of Variational Formulation-II

For the discrete variational formulation (32), we construct the corresponding two kinds of trial functions as

$$
\begin{equation*}
\phi_{2, n}^{L}(x):={ }_{-1} I_{x}^{\frac{\alpha-1}{2}} L_{n}(x), \quad 0 \leq n \leq N-1, \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{2, n}^{R}(x):={ }_{x} I_{1}^{\frac{\alpha-1}{2}} L_{n}(x), \quad 0 \leq n \leq N-1, \tag{33}
\end{equation*}
$$

and take the corresponding test functions as

$$
\begin{equation*}
v_{2, k}(x):=(1+x)_{x} I_{1}^{\frac{\alpha+1}{2}} L_{k}(x), \quad 0 \leq k \leq N-1 . \tag{33}
\end{equation*}
$$

Denote

$$
u_{2, N}(x):=\sum_{n=0}^{N-1} u_{2, n}^{L} \phi_{2, n}^{L}(x)
$$

as the approximation of the exact solution $u$, and let

$$
\begin{equation*}
u_{2, N}\left(x_{i}\right)=\sum_{n=0}^{N-1} u_{2, n}^{L} \phi_{2, n}^{L}\left(x_{i}\right)=\sum_{m=0}^{N-1} u_{2, m}^{R} \phi_{2, m}^{R}\left(x_{i}\right), i=1, \cdots, N, \tag{33}
\end{equation*}
$$

for some given nodes $\left\{x_{i}\right\}_{i=1}^{N}$, and denote

$$
\mathbf{u}_{2}^{L}=\left[u_{2,0}^{L}, u_{2,1}^{L}, \cdots, u_{2, N-1}^{L}\right]^{T}, \quad \mathbf{u}_{2}^{R}=\left[u_{2,0}^{R}, u_{2,1}^{R}, \cdots, u_{2, N-1}^{R}\right]^{T} .
$$

Similarly, there is

$$
\begin{equation*}
A_{2}^{L} \mathbf{u}_{2}^{L}=A_{2}^{R} \mathbf{u}_{2}^{R} \tag{33}
\end{equation*}
$$

where $A_{2}^{L}$ and $A_{2}^{R}$ are two $N \times N$ matrices with

$$
\left(A_{2}^{L}\right)_{i, j}=\phi_{2, j-1}^{L}\left(x_{i}\right), \quad\left(A_{2}^{R}\right)_{i, j}=\phi_{2, j-1}^{R}\left(x_{i}\right)
$$

Denote

$$
\begin{equation*}
v_{2, k}(x)=\sum_{n=0}^{\infty}\left(v_{2, k}\right)_{n-1} I_{x}^{\frac{\alpha+1}{2}} L_{n}(x) . \tag{33}
\end{equation*}
$$

Again, by using Leibniz rule for fractional derivative (I. Podlubny, n.d.), we can get

$$
\left(v_{2, k}\right)_{m}=\left(m+\frac{1}{2}\right) \frac{\Gamma(k+1) \Gamma(m+1)}{\Gamma\left(k+\frac{\alpha+3}{2}\right) \Gamma\left(m-\frac{\alpha-1}{2}\right)}\left((1+x) J_{k}^{\frac{\alpha+1}{2},-\frac{\alpha+1}{2}}(x), J_{m}^{-\frac{\alpha+1}{2}, \frac{\alpha+1}{2}}(x)\right)
$$

and

$$
\mathbf{D}^{\frac{\alpha+1}{2} *} v_{2, k}(x)=\{
$$

$$
\begin{array}{ll}
(1+x) L_{k}(x)+\frac{\alpha+1}{2(2 k+1)}\left(L_{k+1}(x)-L_{k-1}(x)\right), & k \geq 1, \\
(1+x) L_{k}(x)+\frac{\alpha+1}{2(2 k+1)}\left(L_{k+1}(x)-1\right), & k=0 .
\end{array}
$$

Thus, the Petrov-Galerkin spectral scheme of (32) is

$$
\left(-\bar{p} \cdot M_{2}^{L}-\bar{q} \cdot M_{2}^{R}\left(A_{2}^{R}\right)^{-1}\left(A_{2}^{L}\right)+\bar{d} \cdot M_{2}^{C}\right) \mathbf{u}_{2}^{L}=\mathbf{f}_{2}
$$

where

$$
\left.\begin{array}{rl} 
& \left(M_{2}^{L}\right)_{k+1, n+1} \\
= & \begin{cases}\left(L_{n}(x),(1+x) L_{k}(x)+\frac{\alpha+1}{2(2 k+1)}\left(L_{k+1}(x)-L_{k-1}(x)\right)\right), & k \geq 1, \\
(1-\alpha) \delta_{n, 0}+\frac{\alpha+3}{3} \delta_{n, 1}, & k=0 ;\end{cases} \\
=\left(M_{2}^{R}\right)_{k+1, n+1} \\
= & \left(L_{n}(x), \sum_{m=0}^{\infty}\left(v_{2, k}\right)_{m} L_{m}(x)\right)=\left(v_{2, k}\right)_{n} \cdot \gamma_{n},
\end{array}\right\} \begin{array}{ll}
\left(M_{2}^{C}\right)_{k+1, n+1} \\
= & \left(\phi_{2, n}^{L}(x),-D v_{2, k}(x)\right) \\
= & \frac{\Gamma(n+1) \Gamma(k+1)}{\Gamma(n+\beta+1) \Gamma(k+\beta+1)} .
\end{array}
$$

with $\beta=\frac{\alpha-1}{2}$, and

$$
\left(\mathbf{f}_{2}\right)_{k}=\frac{\Gamma(k+1)}{\Gamma\left(k+\frac{\alpha+3}{2}\right)} \int_{-1}^{1}(1-x)^{\frac{\alpha+1}{2}}(1+x) h(x) J_{k}^{\frac{\alpha+1}{2},-\frac{\alpha+1}{2}}(x) d x
$$

During the computation, it is found that the condition numbers of the stiffness matrix in the above two schemes (33) and (33) are increasing as $O\left(N^{2 \alpha}\right)$. When $\alpha$ is close to 2 , the condition numbers increase fast, making the numerical solution sensitive to a small disturbance. The usual method to deal with illconditioned system is precondition. However, the stiffness matrices here are full, which makes it difficult to find an appropriate preconditioning matrix for them. While, at the cost of losing a bit of regularity for the solution, the mixed Galerkin spectral system introduced below, instead, shows to be well-conditioned.

## Mixed Galerkin spectral scheme of Variational Formulation-III

For the discrete variational formulation (33), we obtain the matrix form by four steps.
Step 1: Similar to the previous two schemes, we construct two kinds of trial functions with left and right fractional integrals with $\beta=\frac{\alpha-1}{2}$ :

$$
\phi_{3, n}^{L}(x):={ }_{-1} I_{x}^{\beta} L_{n}(x) \quad 0 \leq n \leq N-1,
$$

$$
\phi_{3, n}^{R}(x):={ }_{x} I_{1}^{\beta} L_{n}(x) \quad 0 \leq n \leq N-1 .
$$

Denote

$$
\begin{equation*}
u_{3, N}(x):=\sum_{n=0}^{N-1} u_{3, n}^{L} \phi_{3, n}^{L}(x) \tag{33}
\end{equation*}
$$

as the approximation of the exact solution $u$, and let

$$
u_{3, N}\left(x_{i}\right)=\sum_{n=0}^{N-1} u_{3, n}^{L} \phi_{3, n}^{L}\left(x_{i}\right)=\sum_{m=0}^{N-1} u_{3, m}^{R} \phi_{3, m}^{R}\left(x_{i}\right), \quad i=1, \cdots, N,
$$

for some given nodes $\left\{x_{i}\right\}_{i=1}^{N}$, and denote

$$
\begin{equation*}
]_{3}^{L}=\left[u_{3,0}^{L}, u_{3,1}^{L}, \cdots, u_{3, N-1}^{L}\right]^{T}, \quad\right]_{3}^{R}=\left[u_{3,0}^{R}, u_{3,1}^{R}, \cdots, u_{3, N-1}^{R}\right]^{T} \tag{33}
\end{equation*}
$$

Similarly, there is

$$
\begin{equation*}
\left.\left.A_{3}^{L}\right]_{3}^{L}=A_{3}^{R}\right]_{3}^{R}, \tag{33}
\end{equation*}
$$

where $A_{3}^{L}=A_{2}^{L}$ and $A_{3}^{R}=A_{2}^{R}$.
Step 2: We deal with the first equation of (33). Take the trial functions of $l_{N}(x)$ to be $L_{n}(x)+L_{n+1}(x)$, and denote

$$
l_{N}(x)=\sum_{n=0}^{N-1} l_{n}\left(L_{n}(x)+L_{n+1}(x)\right) .
$$

Take the test function $\psi_{1, N}(x)$ to be ${ }_{x} I_{1}^{\beta} L_{k}(x), 0 \leq k \leq N-1$. Substituting them into (33), we have

$$
\sum_{n=0}^{N-1} l_{n}\left(L_{n}(x)+L_{n+1}(x),{ }_{x} I_{1}^{\beta} L_{k}(x)\right)=\bar{p} \sum_{n=0}^{N-1} u_{3, n}^{L}\left(L_{n}(x), L_{k}(x)\right)
$$

i.e.,

$$
\begin{equation*}
\left.L^{(\beta)} \cdot \mathbf{l}=\bar{p} B \cdot\right]_{3}^{L} \tag{33}
\end{equation*}
$$

where

$$
L_{k+1, n+1}^{(\beta)}=\left(L_{n}(x)+L_{n+1}(x),{ }_{x} I_{1}^{\beta} L_{k}(x)\right), \quad \mathbf{l}=\left[l_{0}, l_{1}, \cdots, l_{N-1}\right]^{T}, \quad B=\operatorname{diag}\left(\gamma_{k}\right)
$$

Step 3: We deal with the second equation of (33). Take the trial functions of $r_{N}(x)$ to be $\left(L_{n}(x)-L_{n+1}(x)\right)$, and denote

$$
r_{N}(x)=\sum_{n=0}^{N-1} r_{n}\left(L_{n}(x)-L_{n+1}(x)\right)
$$

Take the test function $\psi_{2, N}(x)$ to be ${ }_{-1} I_{x}^{\beta} L_{k}(x), 0 \leq k \leq N-1$. Substituting them into (33), we have

$$
\sum_{n=0}^{N-1} r_{n}\left(L_{n}(x)-L_{n+1}(x),_{-1} I_{x}^{\beta} L_{k}(x)\right)=\bar{q} \sum_{n=0}^{N-1} u_{3, n}^{R}\left(L_{n}(x), L_{k}(x)\right)
$$

i.e.,

$$
\begin{equation*}
\left.R^{(\beta)} \cdot \mathbf{r}=\bar{q} B \cdot\right]_{3}^{R} \tag{33}
\end{equation*}
$$

where

$$
R_{k+1, n+1}^{(\beta)}=\left(L_{n}(x)-L_{n+1}(x),{ }_{-1} I_{x}^{\beta} L_{k}(x)\right), \quad \mathbf{r}=\left[r_{0}, r_{1}, \cdots, r_{N-1}\right]^{T} .
$$

Step 4: Finally we deal with the third equation of (33). Considering the condition $\psi_{3, N}(x) \in H_{0}^{1}(\Omega)$, we take the test function to be $L_{k-1}(x)-L_{k+1}(x), 1 \leq k \leq N$. Substituting them into (33), we have

$$
\begin{equation*}
\left.-C^{L} \cdot \mathbf{l}-C^{R} \cdot \mathbf{r}+d M_{3}^{C}\right]^{L}={ }_{3} \tag{33}
\end{equation*}
$$

where

Combining (33), (33), (33), and (33), we obtain the mixed Galerkin spectral scheme of (33) as

$$
\begin{equation*}
\left.\left(-\bar{p} M_{3}^{L}-\bar{q} M_{3}^{R}\left(A^{R}\right)^{-1} A^{L}+\bar{d} M_{3}^{C}\right)\right]^{L}={ }_{3} \tag{33}
\end{equation*}
$$

with

$$
M_{3}^{L}:=C^{L}\left(L^{(\beta)}\right)^{-1} B, \quad M_{3}^{R}:=C^{R}\left(R^{(\beta)}\right)^{-1} B
$$

Although we use four steps in the mixed Galerkin spectral scheme which seems a bit more complicated, many matrices in this scheme are sparse and the elements are more convenient to be calculated than those in the previous two schemes.

Here we make an rough explanation about the reason why we choose the basis functions of $l_{N}(x)$ as $L_{n}(x)+$ $L_{n+1}(x)$ which vanishing at $x=-1$. Based on the first equation of (33), we find the left-hand side can be reformed as
which means

$$
\begin{equation*}
{ }_{a} I_{x}^{\frac{\alpha-1}{2}} l_{N}=\mathbf{D}^{\frac{\alpha-1}{2}} u_{3, N} \tag{33}
\end{equation*}
$$

in the $L_{2}$ sense. If $l_{N}(x)$ does not tend to zero as $x \rightarrow-1$, then

$$
\mathbf{D}^{\frac{\alpha-1}{2}} u_{3, N} \rightarrow O(1+x)^{\frac{\alpha-1}{2}}, \quad x \rightarrow-1
$$

On the contrary, the basis functions of $u_{3, N}$ in (33) implies

$$
\mathbf{D}^{\frac{\alpha-1}{2}} u_{3, N} \rightarrow O(1+x)^{\frac{3-\alpha}{2}}, \quad x \rightarrow-1
$$

which is contradict to each other. Therefore, we restrict $l_{N}(x)$ to be zero at $x=-1$. Similarly, the basis functions of $r_{N}(x)$ are chosen as $L_{n}(x)-L_{n+1}(x)$ that vanishing at $x=1$.

## Numerical tests

In what follows, we provide some numerical results to verify the validity of our proposed three kinds of numerical schemes-Galerkin spectral scheme, Petrov-Galerkin spectral scheme and, most impotently, mixed Galerkin spectral scheme. For convenience, we denote them as Scheme 1, Scheme 2 and Scheme 3, respectively, in this section.
We firstly consider a one-sided problem to verify the effectiveness of our numerical schemes. More precisely, let $\bar{p}=1$ and $\bar{q}=\bar{d}=0$ in (1), i.e.,

$$
\begin{equation*}
{ }_{-1} D_{x}^{\alpha} u(x)=h(x) \tag{33}
\end{equation*}
$$

We choose the exact solution to be

$$
u(x)=\{
$$

$$
\begin{array}{ll}
-\frac{(x+1)^{3+\frac{\alpha}{2}}}{\Gamma\left(4+\frac{\alpha}{2}\right)} & {[-1,0]} \\
\frac{2 x^{3+\frac{\alpha}{2}}-(x+1)^{3+\frac{\alpha}{2}}}{\Gamma\left(4+\frac{\alpha}{2}\right)} & (0,1] \tag{33}
\end{array}
$$

so that the source term is

$$
h(x)=\{
$$

$$
\begin{array}{ll}
-\frac{(x+1)^{3-\frac{\alpha}{2}}}{\Gamma\left(4-\frac{\alpha}{2}\right)} & {[-1,0]} \\
\frac{2 x^{3-\frac{\alpha}{2}}-(x+1)^{3-\frac{\alpha}{2}}}{\Gamma\left(4-\frac{\alpha}{2}\right)} & (0,1] \tag{33}
\end{array}
$$

After applying $\frac{\alpha}{2}$-order fractional derivative, the solution has a finite regularity at the point $x=0$, i.e.,

$$
v(x)={ }_{-1} D_{x}^{\frac{\alpha}{2}} u(x)=\{
$$

$$
\begin{array}{ll}
-\frac{(x+1)^{3}}{\Gamma(4)} & {[-1,0]} \\
\frac{2 x^{3}-(x+1)^{3}}{\Gamma(4)} & (0,1] \tag{33}
\end{array}
$$

In fact, $v(x) \in H^{3+\frac{1}{2}-\epsilon}[-1,1]$, for $\epsilon>0$, since

$$
D^{3} v(x)=\{
$$

$-1 \quad[-1,0]$,
$1 \quad(0,1]$.
(33)

We plot the $L_{2}$ error vs the polynomial degree $N$ for $\alpha=1.3$ and $\alpha=1.6$ in Figure 1, and find that the convergence order is around $N^{-3.5}$. Although the convergence orders of the three schemes look similar, the magnitude of the error of Scheme 3 is smaller than the other ones.


Figure 1: The numerical $L_{2}$ errors of Example 33 vs the polynomial degree N for three different schemes with $\alpha=1.3$ in (a) and $\alpha=1.6$ in (b).

In this example, we apply the three schemes to the fractional Laplacian equation in one dimension case, i.e.,
\{

$$
\begin{aligned}
(-\Delta)^{\alpha / 2} u(x) & =h(x), & & x \in(-1,1) \\
u(x) & =0, & & x \in \mathbb{R} \backslash(-1,1) .
\end{aligned}
$$

For the source term $h(x)=1$ in $(-1,1)$, the exact solution is (R. K. Getoor, 1961)

$$
\begin{equation*}
u(x)=\frac{2^{-\alpha} \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1+\alpha}{2}\right) \Gamma\left(1+\frac{\alpha}{2}\right)}\left(1-x^{2}\right)^{\alpha / 2} \quad \text { in }(-1,1) \tag{33}
\end{equation*}
$$

The numerical tests for this fractional Laplacian equation are presented in Figure 2. We find that the errors all decay algebraically (about $\mathrm{O}\left(N^{-2}\right)$ ), which implies our proposed three schemes are all valid not only for $\alpha \in(1,2)$, but also for the whole range of $\alpha \in(0,2)$. In addition, we can see that even for the solution $u(x)$ with low regularity such as in (33), all of the three schemes show a good convergence result.


Figure 2: The numerical $L_{2}$ errors of Example 33 vs the polynomial degree N with three different schemes in (a), (b) and (c), respectively.

In this example, we verify the spectral convergence of Scheme 1 and Scheme 2 for the two-sided fractional diffusion equation with drift. Consider (1) with $\bar{p}=\bar{q}=\frac{1}{2}$ and $\bar{d}=1$, i.e.,

$$
\begin{equation*}
-\frac{1}{2}\left(-{ }_{-1} D_{x}^{\alpha} u(x)+{ }_{x} D_{1}^{\alpha} u(x)\right)+u^{\prime}(x)=h(x) . \tag{33}
\end{equation*}
$$

For a given $\alpha$, the exact solutions for Scheme 1 and Scheme 2 are assumed to be with different forms, which are

$$
\begin{align*}
& u_{1}(x)=(1+x)^{5+\frac{\alpha}{2}}(1-x)^{5}, \\
& u_{2}(x)=(1+x)^{5+\frac{\alpha-1}{2}}(1-x)^{5}, \tag{33}
\end{align*}
$$

respectively.
The numerical results for different $\alpha$ are shown in Figure 3, where spectral convergence can be observed when $N>10$ for both Scheme 1 and Scheme 2. We do not observe spectral convergence for Scheme 3. This might due to the three sub-equations with their individual trail functions we choose in Scheme 3. On the other hand, the advantage of Scheme 3 comes from its low condition number for all $\alpha \in(0,2)$, which will be illustrated in detail in the next example.


Figure 3: The numerical $L_{2}$ errors Example 33 vs the polynomial degree $N$ with $\alpha=1.2,1.4,1.6$ for Scheme 1 in (a) and Scheme 2 in (b).

Considering the same problem as Eq. (33), we illustrate the condition number of the coefficient matrix for three schemes when solving problem (33) with $\alpha=0.5,1.5,1.9$.

As shown in Figure 4, the condition numbers of Scheme 1 and Scheme 2 grow as fast as $O\left(N^{2 \alpha}\right)$, and even faster when $\alpha=0.5$. But the condition numbers of Scheme 3 grow as $O\left(N^{\alpha}\right)$, which is much more moderate than the other two schemes.


Figure 4: The condition number versus polynomial degree $N$ of three schemes when solving Example 33 with $\alpha=0.5,1.5,1.9$.

Besides the previous examples with special solutions, now we take some numerical tests with high regularities. We use Scheme 1 to solve the same problem as Eq. (33). Three different exact solution with different regularities are assumed to be

The associated forcing term $h(x)$ cannot be given analytically. Instead, we compute $h(x)$ numerically at each Gauss quadrature nodes $x_{i}$. We plot the $L_{2}$ error vs the polynomial degree $N$ for different values of $\alpha \in(0,2)$ in Figure 5 , where $\alpha$ is taken to be $0.2,0.7,1.3,1.8$ and $N$ is from 4 to 60 . The errors show an algebraical decay and they are independent of the value of $\alpha$, only depend on the regularity of the exact solution $u$.


Figure 5: The numerical $L_{2}$ errors of Example 33 vs the polynomial degree N with Scheme 1. (a), (b) and (c) show the errors decay algebraically when $\alpha=0.2,0.7,1.3,1.8$, with the exact solution being $u_{1}, u_{2}$, $u_{3}$ in (33), respectively.

We consider the same problem as Eq. (33), but using Scheme 2. The numerical results are shown in Figure 6.


Figure 6: The numerical $L_{2}$ errors of Example 33 vs the polynomial degree N with Scheme 2. (a), (b) and (c) show the errors decay algebraically when $\alpha=0.2,0.7,1.3,1.8$, with the exact solution being $u_{1}, u_{2}$, $u_{3}$ in (33), respectively.

We consider the same problem as Eq. (33), but using Scheme 3. The numerical results are shown in Figure 7.
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Figure 7: The numerical $L_{2}$ errors of Example 33 vs the polynomial degree N with Scheme 3. (a), (b) and (c) show the errors decay algebraically when $\alpha=0.2,0.7,1.3,1.8$, with the exact solution being $u_{1}, u_{2}$, $u_{3}$ in (33), respectively.

Comparing the three Figures with three different schemes, we find that they are all effective to any $\alpha \in(0,2)$. For a general exact solution, their rates of convergence depend on the regularity of the solution on both sides.

Since the solution of the Eq. (1) can be solved numerically with the three schemes we proposed in this paper, some interesting phenomena can be observed by analysing the numerical solution. One typical example is that if the source term $h(x)$ in Eq. (1) taken to be -1 , the solution $u(x)$ represents the mean first exit time of the particle starting at position $x \in(-1,1)$ when leaving the domain $[-1,1]$ (W. H. Deng, X. C. Wu, and W. L. Wang, 2017).

Now, we firstly consider the mean first exit time of free diffusive particles at any given position $x \in(-1,1)$. By taking $p=q=1 / 2$ and the source term $h(x)=\cos (\pi \alpha / 2)$, we obtain the equivalent equation

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} u(x)=-1 \tag{33}
\end{equation*}
$$

The numerical results for different $\alpha$ are shown in the left graph of Figure 8. One can observe that: the mean first exit time increases as $\alpha$ decreases; for each fixed $\alpha$, it costs more time for the particles in the
middle part than those at near the boundary - all of these phenomenons are compatible with expectation. Next, we consider the effect of the drift term on the mean first exist time, by taking $d=\cos (\pi \alpha / 2)$ which yields a drift to the left. Then the equation becomes

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} u(x)-u^{\prime}(x)=-1 \tag{33}
\end{equation*}
$$

The corresponding results are demonstrated in the right graph of Figure 8. In this case, under the effect of the drift, the particles are more likely to leave the domain from the left side. In other words, it takes more time for the particles at the right part to leave the domain. If one particle starts at the very right part (near the right boundary), however, the diffusion behavior works and makes the particle leave the right boundary in a moment time.


Figure 8: The graph of solution $u(x)$ of Example 33 with $\alpha=0.2,0.7,1.3,1.8$. Here, $u(x)$ represents the mean first exit time of the particle starting at position $x \in(-1,1)$ when leaving this domain.

## Conclusion

In this paper, we discuss spectral approximations in the weak sense for solving a two-sided fractional differential equation with drift, in which the fractional operators are physically well-defined (V. J. Ervin, N. Heuer, and J. P. Roop, 2018). Three kinds of spectral formulae, namely Galerkin spectral formulation, Petrov-Galerkin spectral formulation, and mixed Galerkin spectral formulation, are proposed step by step. Then their corresponding spectral Galerkin schemes are derived. The significant advantage of the mixed Galerkin spectral scheme is that its condition number grows as $O\left(N^{\alpha}\right)$, compared with the other two schemes, whose condition numbers grow as fast as $O\left(N^{2 \alpha}\right)$. We compare these three kinds of schemes through several numerical experiments. All of them turn out to be effective for different problems, especially also for the fractional Laplacian with generalized Dirichlet boundary conditions, the fractional order of which is $\alpha \in(0,2)$, not only having to be limited in $(1,2)$. What is more, considering the physical meanings of the fractional differential equation with drift, one interesting physical quantity, mean first exit time, is computed and discussed in this paper. More related theoretical analysis will be discussed in our future work.
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