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Abstract

Rationale Assessing the performance of diagnostic tests requires evaluation of the amount of diagnostic uncertainty the test

reduces (i.e. 0% - useless test, 100% - perfect test). Statistical measures currently dominating the evidence-based medicine

(EBM) field and particularly meta-analysis (e.g. sensitivity and specificity), cannot explicitly measure this uncertainty reduction.

Mutual information (MI), an information theory statistic, is a more appropriate metric for evaluating diagnostic tests as it

explicitly quantifies uncertainty and, therefore, facilitates natural interpretation of a test’s value. In this paper, we propose the

use of MI as a single measure to express diagnostic test performance and demonstrate how it can be used in meta-analysis of

diagnostic test studies. Methods We use two cases from the literature to demonstrate the applicability of MI meta-analysis

in assessing diagnostic performance. These cases are: 1) Meta-analysis of studies evaluating ultrasonography (US) to detect

endometrial cancer and 2) meta-analysis of studies evaluating magnetic resonance angiography to detect arterial stenosis.

Results Results produced by the MI meta-analyses are comparable to the results of meta-analyses based on traditionally used

statistical measures. However, the results of MI are easier to understand as it relates directly to the extent of uncertainty

a diagnostic test can reduce. For example, a US test diagnosing endometrial cancer is 40% specific and 94% sensitive. The

combination of these values is difficult to interpret and may lead to inappropriate assessment (e.g. one could favour the test

due to its high sensitivity, ignoring its low specificity). In terms of MI however, the test reduces diagnostic uncertainty by

10%, which is marginal and thus the test is clearly not very useful. Conclusions We have demonstrated the suitability of MI in

assessing the performance of diagnostic tests, which can facilitate easier interpretation of the true utility of diagnostic tests.
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Abstract

Rationale

Assessing the performance of diagnostic tests requires evaluation of the amount of diagnostic uncertainty
the test reduces (i.e. 0% - useless test, 100% - perfect test). Statistical measures currently dominating the
evidence-based medicine (EBM) field and particularly meta-analysis (e.g. sensitivity and specificity), cannot
explicitly measure this uncertainty reduction. Mutual information (MI), an information theory statistic, is a
more appropriate metric for evaluating diagnostic tests as it explicitly quantifies uncertainty and, therefore,
facilitates natural interpretation of a test’s value. In this paper, we propose the use of MI as a single measure
to express diagnostic test performance and demonstrate how it can be used in meta-analysis of diagnostic
test studies.

Methods

We use two cases from the literature to demonstrate the applicability of MI meta-analysis in assessing
diagnostic performance. These cases are: 1) Meta-analysis of studies evaluating ultrasonography (US) to
detect endometrial cancer and 2) meta-analysis of studies evaluating magnetic resonance angiography to
detect arterial stenosis.

Results

Results produced by the MI meta-analyses are comparable to the results of meta-analyses based on tradi-
tionally used statistical measures. However, the results of MI are easier to understand as it relates directly
to the extent of uncertainty a diagnostic test can reduce. For example, a US test diagnosing endometrial
cancer is 40% specific and 94% sensitive. The combination of these values is difficult to interpret and may
lead to inappropriate assessment (e.g. one could favour the test due to its high sensitivity, ignoring its low
specificity). In terms of MI however, the test reduces diagnostic uncertainty by 10%, which is marginal and
thus the test is clearly not very useful.

Conclusions

We have demonstrated the suitability of MI in assessing the performance of diagnostic tests, which can
facilitate easier interpretation of the true utility of diagnostic tests.

Introduction

It is widely acknowledged that the purpose of diagnostic testing is to reduce diagnostic uncertainty (e.g.
by 0%, if the test is useless , or up to 100%, when the test is perfect) 1. However, the current metrics of
diagnostic performance [i.e. sensitivity (S), specificity (C), positive and negative likelihood ratios (LR+;
LR-), diagnostic odds ratio (DOR), and area under curve (AUC)] cannot provide a direct assessment of the
amount by which diagnostic uncertainty is reduced. Despite lacking this crucial clinical usefulness, these
“traditional” diagnostic metrics are widely used as the preferred evidence-based medicine (EBM) diagnostic
test measures2,3.

Meanwhile, there is a long tradition of quantifying diagnostic test performance in the field of information
theory 4 . Although, conceptually speaking, the problems associated with medical diagnostic testing are
similar to the problems faced in communication and information theory, for some reasons the field of EBM
diagnostics has not embraced measures typically found in information theory.

One such measure, mutual information (MI) 5, used to evaluate association between two random variables,
is considered the best metric to quantify diagnostic uncertainty and therefore test performance. 6 It has
been used in a number of studies in medicine to explain the relationship between test results and disease
states 7-14. Yet it has been surpassingly missing from the EBM literature.
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The most significant properties that establish MI as superior to traditional measures of diagnostic perfor-
mance can be summarized as follows:

• MI quantifies the average amount of information that can be obtained about the value of a random
variable (i.e. probability of disease before the diagnostic test) provided the value of another random
variable is available (i.e. probability of disease after the diagnostic test) 15;

• MI quantifies the expected value of the amount of information a diagnostic test provides about the
disease state, i.e. it takes into account all possible states that can be associated with the test results
weighted by the likelihood of disease 16,17. This number is particularly useful when comparing different
diagnostic tests;

• MI summarizes test performance with a single meaningful number that corresponds to the average
amount of information obtained by the diagnostic test and unlike the ROC it does not require a
specified diagnostic cut-off point (threshold). The larger the MI value is, the greater the amount of
diagnostic uncertainty reduced through the diagnostic test;

• MI can be applied to situations in which different test results are associated with different probabilities
of disease6,16;

• Unlike ROC and AUC, MI can be applied to a broad spectrum of testing situations ranging from
the simple binary case (two test results and two disease states) to much more complicated situations
in which a large number of test results (or a continuum of test results) are associated with multiple
possible disease states7-14;

• The maximal value of MI, formally referred to as channel capacity, can be used to identify the range
of disease prevalence at which a diagnostic test is most useful;

• One way MI expresses information is in bits that range from 0 to infinity. In the simplest, binary case,
where we are concerned if disease is present or not, the maximum number of bits is equal to 16;

• Finally, the relative expression of MI indicates the percentage of diagnostic information that can be
reduced by a diagnostic test and it can range from 0% (a useless test) to 100% (a perfect test).

In this paper, we promote the notion that MI is a better measure for evaluation of diagnostic performance
8, both on theoretical and practical grounds. We extent the current work by explaining how MI can be
meta-analyzed, and provide two illustrative examples of diagnostic test meta-analysis using MI.

Methods

Mutual information and diagnostic testing primer

Assume that a test (T) is used to examine whether a disease (D) is present in a group of N patients. For a
diagnostic test, the values of specificity, sensitivity as well as the counts of true positive (TP), true negative
(TN), false positive (FP), and false negative (FN) results depend on whether the test turns out to be positive
(T+), with probability t , or negative(T−), and whether the disease is present(D+), with probability p ,
or absent(D−). To assist the reader, Table 1 summarizes the calculations of specificity, sensitivity, TP, TN,
FP, and FN. Unabridged derivations are presented in the appendix.

The uncertainty of the state of disease prior to performing the diagnostic test is best expressed as entropy
4,15,18:

H (D) = − (p p + (1− p) (1− p)),

where p is the probability of disease. The uncertainty due to the test is:

H (T ) = − ( t t + (1− t) (1− t)) ,

where t is the probability of disease estimated by the diagnostic test T.

3
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The MI is computed as:

I (D,T ) = H (D) + H (T )−H (D,T ) .

where H (D,T ) is the joint entropy of disease and diagnostic test. MI can also be expressed in terms of the
conditional entropy as well as the conditional probabilities of every test/disease outcome combination:

H (D|T ) = H (D,T )−H (T )

Hence, the mutual information is also defined as:

I (D,T ) = H (D)−H (D|T )

From the latter expression it is evident that MI explicitly describes the amount of diagnostic uncertainty
that can be reduced by the diagnostic test. Clinically, it is particularly useful to express MI in relative terms,
as it can indicate explicitly the percentage of diagnostic uncertainty a diagnostic test can reduce. Relative
MI (RMI) is defined as:

IR (D,T ) =
I (D,T )

H (D)
= 1− H(D|T )

H(D)

The quantity H(D|T )
H(D) , is the relative entropy associated with the test result (i.e. the percentage of uncertainty

reduced by the test result).

Interpretation of uncertainty reduction

The amount of reduction of uncertainty defines the usefulness of a diagnostic test. Ideally, it would be defined
in decision analytic context when the “useful” test is the one that affect our decisions and its downstream
consequences. This, however, require case-specific decision modeling, which is not the focus of this paper.
Alternatively, usefulness of a test can be defined according to magnitude of reduction of diagnostic uncertainty
analogously to treatment effects as small, moderate or large19. Thus, we define small reduction of diagnostic
uncertainty if it is less than 10%, moderate reduction between 20-30% and large reduction of diagnostic
uncertainty if it exceeds 40-50%.

Sensitivity and specificity

As the majority of diagnostic studies express diagnostic performance results in terms of sensitivity (S ) and
specificity (C ), we show how MI relates to these measures.

I (D,T ) = H (D)+H (T )−H (D,T ) = Sp

(
log2

(
S ((1− S) p + C (1− p))

(1− S) (Sp + (1− C) (1− p))

))
+C (1− p)

(
log2

(
C (Sp + (1− C) (1− p))

(1− C) ((1− S) p + C (1− p))

))
+p log2

(
(1− S) (Sp + (1− C) (1− p))

(1− C) ((1− S) p + C (1− p))

)
+log2

(
(1− C)

(Sp + (1− C) (1− p))

)

Meta-Analysis of entropy and mutual information

In most cases, decision-makers are not interested in evaluating the performance of a diagnostic test in a single
study. Instead, they would like to know the totality of evidence generated in a series of studies evaluating
the particular test. In such cases, a meta-analysis of summary statistics is employed.

Meta-analysis is initiated with the computation of a summary statistic for each study 20. In our case, this
summary statistic is the value of MI associated with the diagnostic test under investigation. The next step
in meta-analysis is to compute the weighted average of MI, where the weights used are typically the inverse

4
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of the MI variance, which is related to sample size 20. According to Roulston 21, the variance of the entropy
is given by

Var (H (D)) =
[
( p + H (D))

2
+ ( (1− p) + H (D))

2
]
· p (1− p)

N

which is valid for study sample size greater than 10.

Solving for the variance of MI we derive the expression:

Var (I (D,T )) = ( (p11 + p12) + (p11 + p21)− p11 + I (D,T ))
2

(
p11 (1− p11)

N

)
\n+ ( (p11 + p12) + (p12 + p22)− p12 + I (D,T ))

2

(
p12 (1− p12)

N

)
\n+ ( (p21 + p22) + (p11 + p21)− p21 + I (D,T ))

2

(
p21 (1− p21)

N

)
\n+ ( (p21 + p22) + (p12 + p22)− p22 + I (D,T ))

2

(
p22 (1− p22)

N

)

See, table 1 for definitions of p11, p12, p21, andp22. Unabridged derivations are presented in the appendix.
Numerical examples of these derivations are shown in Table 2.

Results

We present the application of MI meta-analysis based on two cases previously published in literature.

Case 1. Detection of endometrial cancer using endovaginal ultrasonography (US).

For this case, we used data presented in Deeks 22, originally published in Smith-Bindman et al 23. The
dataset is the result of a systematic review process on 35 papers presenting the diagnostic performance of
endovaginal US in the detection of endometrial cancer. Evidence synthesis tables on test sensitivity and
specificity are provided in Deeks 22.

Figure 1 displays the meta-analytic summary plots based on US studies. It includes the summary ROC
curve, individual study estimate, and summary point estimate of the “traditional” measures of performance
of endovaginal US in the detection of endometrial cancer. It is difficult to interpret, how “good” the test
is, and in particular how much uncertainty the test reduced in each study where US was evaluated. For
example, a US test diagnosing endometrial cancer is 40% specific and 94% sensitive. The combination of
these values is difficult to interpret and may lead to inappropriate assessment (e.g. one could favour the test
due to its high sensitivity, ignoring its low specificity). In terms of MI however, the test reduces diagnostic
uncertainty by 10%, which is marginal and thus the test is clearly not very useful.

Figure 2 demonstrates meta-analysis of MI. We can clearly see that the US results provided only 0.05 (0.04 to
0.07) bits of information (recall, that the maximum amount information in the binary diagnostic case is 1).
Although this gives us an estimate about overall diagnostic performance of US for diagnosis of endometrial
cancer, what we really want to know is the amount of diagnostic uncertainty the US can possibly reduce (on
scale 0 to 100%). This can be expressed by calculating RMI.

Figure 3a shows the performance of US expressed in terms of RMI. The information presented is much
clearer: a decision-maker has much better understanding on how much diagnostic uncertainty was reduced
in each study. The pooled estimate of the reduction in diagnostic uncertainty is 13% for pre-test probability
of disease 14%. That is, US can reduce the uncertainty related to endometrial cancer by 13%. Figure 3b
presents the sample size of each study.

Case 2: Contrast-enhanced magnetic resonance angiography (MRA) for arterial stenosis disease

In this case, we use meta-analysis data from the study of Menke and Larsen24 summarizing evidence about
how well MRA detects arterial stenosis. A total of 32 studies were included in the analysis.

Figure 4 depicts the meta-analytic summary plots. It includes the summary ROC curve, individual study
estimate, and summary point estimate of the “traditional” measures of performance of MRA in diagnosis
of arterial stenosis. As with figure 1, the interpretation of traditional statistics in terms of test performance

5
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is difficult. For example, an MRA test diagnosing arterial stenosis is 96% specific and 78% sensitive. The
combination of these values is difficult to interpret and may lead to inappropriate assessment. In terms of
MI however, the test reduces diagnostic uncertainty by 49%, which indicates a clearly useful test.

Figure 5, demonstrates the meta-analysis of MI, in which it is shown that the information content of MRA
in diagnosis of arterial stenosis is 0.53 (CI: 0.48, 0.57).

Figure 6 depicts the RMI for reported by each study as well as the pool estimate, which is approximately
67% for pre-test probability of disease 25%. That is, the MRA reduces uncertainty related to arterial stenosis
by 67%.

Discussion

Many authors have outlined a number of problems with the use of “traditional” measures of diagnostic
performance6,16,25-27. These problems relate to the biases that plague studies evaluating diagnostic studies,
and to the metrics themselves 28. In this paper, we focus on the latter. In particular, we focus on the
measurement of diagnostic accuracy as opposed to the impact of diagnostic tests on health outcomes, which
depends on consideration of down-stream effects of testing such as the choice of treatment and will not be
considered here.

With regards to diagnostic accuracy, it has been argued6,8,29,30 that utilization of information theory, and
particularly MI, has theoretical and practical advantages over the traditional measures at assessing the
performance of a diagnostic test. Notably, MI and RMI can be used to explicitly quantify the amount of
diagnostic uncertainty a test reduces. Such a direct measure can easily be used to evaluate test performance
not only by trained researchers but also by any EBM literate practitioner. Here, we summarized the MI
advantages over traditional measures and demonstrated how MI can be meta-analyzed using two cases from
the literature.

The MI meta-analysis results presented in both cases show the superiority of MI and RMI over other metrics
in conveying arguably the most useful clinical indicators of diagnostic test performance, namely the amount
of diagnostic uncertainty reduced by the test. Clearly, consideration of other ethical and personal dilemmas is
also involved in the administration of a diagnostic test. However, for the EBM community and the evidence
synthesis practitioners , reduction of uncertainty is of outmost importance. In terms of derivation, MI is
easily computed and meta-analyzed. In addition, although we have not emphasized it here, MI has particular
advantages over other metrics when it comes to analysis of tests with continuous measurements such as PSA,
blood pressure etc. Analysis of such tests with traditional metrics requires dichotomization of the test results
discarding useful information 31. On the other hand, MI can be computed both for discrete and continuous
variables 32.

One limitation of MI is its reliance on prevalence, which even though represents theoretical advantages it
introduces heterogeneity in meta-analysis. To solve this problem, we propose meta-analyzing RMI instead of
MI, but at this time we know of no derivation of standard error for RMI. Further development in the field of
research synthesis of diagnostic test performance may lie in the opportunity to develop robust meta-analytic
techniques for RMI.

In summary, we believe that MI is the most meaningful measure for both decision makers and EMB re-
searchers as it provides intuitive, easy to understand metrics that quantify diagnostic tests information
content. We therefore, argue that the field of evidence-based diagnostics should adopt MI as its most useful
metric.
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Appendix - Unabridged derivations of MI, RMI and Var(MI)

Entropy is expressed as:

H (D) = − (P (D+) P (D+) + (1− P (D+)) (1− P (D+)))

The uncertainty due to the diagnostic test is:

H (T ) = − ( P (D + |T+) P (D + |T+) + (1− P (D + |T+)) (1− P (D + |T+)))

The mutual information is computed as:

I (D,T ) = H (D) + H (T )−H (D,T ) = H (D)−H (D|T )

The relative mutual information is computed as:

IR (D,T ) =
I (D,T )

H (D)
= 1− H(D|T )

H(D)

In terms of sensitivity and specificity, mutual information is derived as:

I (D,T ) = H (D)+H (T )−H (D,T ) = P (T+|D+)P (D+)

(
log2

(
P (T+|D+) ((1− P (T+|D+))P (D+) + P (T−|D−) (1− P (D+)))

(1− P (T+|D+)) (P (T+|D+)P (D+) + (1− P (T−|D−)) (1− P (D+)))

))
+P (T−|D−) (1− P (D+))

(
log2

(
P (T − |D−) (P (T + |D+)P (D+) + (1− P (T − |D−)) (1− P (D+)))

(1− P (T − |D−)) ((1− P (T + |D+))P (D+) + P (T − |D−) (1− P (D+)))

))
+P (D+) log2

(
(1− P (T + |D+)) (P (T + |D+)P (D+) + (1− P (T − |D−)) (1− P (D+)))

(1− P (T − |D−)) ((1− P (T + |D+))P (D+) + P (T − |D−) (1− P (D+)))

)
+log2

(
(1− P (T − |D−))

(P (T + |D+)P (D+) + (1− P (T − |D−)) (1− P (D+)))

)

The variance of mutual information is computed as:

Var (H (D)) =
[
(P (D+) + H (D))

2
+ ( (1− P (D+)) + H (D))

2
] P (D+) (1− P (D+))

N
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and:

Var (I (D,T )) = ( (P (T+|D+)P (D+) + (1− P (T+|D+))P (D+)) + (P (T+|D+)P (D+) + (1− P (T−|D−))(1− P (D+)))− (P (T+|D+)P (D+)) + I (D,T ))
2

(
P (T+|D+)P (D+) (1− P (T+|D+)P (D+))

N

)
\n+ ( (P (T+|D+)P (D+) + (1− P (T+|D+))P (D+)) + ((1− P (T+|D+))P (D+) + P (T−|D−) (1− P (D+)))− ((1− P (T+|D+))P (D+)) + I (D,T ))

2

(
(1− P (T+|D+))P (D+) (1− (1− P (T+|D+))P (D+))

N

)
\n+ ( ((1− P (T−|D−))(1− P (D+)) + P (T−|D−) (1− P (D+))) + (P (T+|D+)P (D+) + (1− P (T−|D−))(1− P (D+)))− ((1− P (T−|D−))(1− P (D+))) + I (D,T ))

2

(
(1− P (T−|D−))(1− P (D+)) (1− (1− P (T−|D−))(1− P (D+)))

N

)
\n+ ( ((1− P (T−|D−))(1− P (D+)) + P (T−|D−) (1− P (D+))) + ((1− P (T+|D+))P (D+) + P (T−|D−) (1− P (D+)))− (P (T−|D−) (1− P (D+))) + I (D,T ))

2

(
P (T−|D−) (1− P (D+)) (1− P (T−|D−) (1− P (D+)))

N

)
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