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Abstract

Garg and Kumar (Scientia Iranica, 2017, https://doi.org/ 10.24200/SCI.2017.4454) proposed some new correlation coefficient

between intuitionistic fuzzy sets (IFSs). To point out the advantages of their proposed correlation coefficient over the existing

correlation coefficient, Garg and Kumar applied their proposed correlation coefficient as well as the existing correlation coefficient

to identify a suitable classifier for an unknown pattern, represented by an intuitionistic fuzzy set (IFS), from the known patterns,

each represented by IFS. Garg and Kumar suggested that the existing correlation coefficient fails to identify a suitable classifier,

whereas, the correlation coefficient, proposed by them, does not fail to identify a suitable classifier. So, it is appropriate to

use the correlation coefficient, proposed by them, instead of the existing correlation coefficient. In this note, it is shown that

the correlation coefficient, proposed by Garg and Kumar, also fails to identify a suitable classifier. Furthermore, it is shown

that more computational efforts are required to apply the correlation coefficient, proposed by Garg and Kumar, as compared

to the existing correlation coefficient. In the actual case, it is inappropriate to apply the correlation coefficient for identifying

a suitable classifier.
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Abstract: Garg and Kumar (Scientia Iranica, 2017, https://doi.org/ 10.24200/SCI.2017.4454) proposed
some new correlation coefficient between intuitionistic fuzzy sets (IFSs). To point out the advantages of
their proposed correlation coefficient over the existing correlation coefficient, Garg and Kumar applied their
proposed correlation coefficient as well as the existing correlation coefficient to identify a suitable classifier
for an unknown pattern, represented by an intuitionistic fuzzy set (IFS), from the known patterns, each
represented by IFS. Garg and Kumar suggested that the existing correlation coefficient fails to identify a
suitable classifier, whereas, the correlation coefficient, proposed by them, does not fail to identify a suitable
classifier. So, it is appropriate to use the correlation coefficient, proposed by them, instead of the existing
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correlation coefficient. In this note, it is shown that the correlation coefficient, proposed by Garg and
Kumar, also fails to identify a suitable classifier. Furthermore, it is shown that more computational efforts
are required to apply the correlation coefficient, proposed by Garg and Kumar, as compared to the existing
correlation coefficient. In the actual case, it is inappropriate to apply the correlation coefficient for identifying
a suitable classifier.

Keywords:Set pair analysis; Connection number (CN); IFS; Pattern recognition; Medical diagnosis; Decision
making.

1. Introduction

Garg and Kumar [1] discussed a brief review of the existing correlation coefficient [2-11]. Further-
more, Garg and Kumar [1, Section 4, Eqn. 13, pp. 8] used the existing expression(1) [12] to evaluate
the correlation coefficient of three known patterns,A1 = {〈x1, 0.4, 0.5〉 , 〈x2, 0.7, 0.1〉 , 〈x3, 0.3, 0.3〉},A2 =
{〈x1, 0.5, 0.4〉 , 〈x2, 0.7, 0.2〉 , 〈x3, 0.4, 0.3〉}andA3 = {〈x1, 0.4, 0.5〉 , 〈x2, 0.7, 0.1〉 , 〈x3, 0.4, 0.3〉}with the un-
known pattern,B = {〈x1, 0.1, 0.1〉 , 〈x2, 1.0, 0.0〉 , 〈x3, 0.0, 1.0〉}and shown that the obtained correlation co-
efficient between A1and B, the obtained correlation coefficient between A2 andB as well as the obtained
correlation coefficient between A3and B are equal. Therefore, expression (1) [12] cannot be used to identify
a suitable pattern, for the unknown patternB, from the known patterns A1, A2, and A3.

ZL (A,B) =
∑n

t=1(uA(xt)uB(xt)+vA(xt)vB(xt)+πA(xt)πB(xt))√∑n
t=1 (u2

A(xt)+v2A(xt)+π2
A(xt)).

∑n
t=1(u2

B(xt)+v2B(xt)+π2
B(xt))

(1)

Garg and Kumar [1, Section 4, Eqn. 14, pp. 9] used the existing expression (2) [13] to evalu-
ate the correlation coefficient between the IFSs,A = {〈x1, 0.1, 0.2〉 , 〈x2, 0.2, 0.1〉 , 〈x3, 0.29, 0.0〉}andB =
{〈x1, 0.1, 0.3〉 , 〈x2, 0.2, 0.2〉 , 〈x3, 0.29, 0.1〉}and shown that the obtained correlation coefficient between A
andB is 1, which is mathematically incorrect as it indicates that the IFSs A and B are equal. Whereas, it
is obvious that both the IFSs are not equal. Therefore, the existing expression(2) [13] cannot be used to
obtain correlation coefficient between A and B.

r (A,B) = r1(A,B)+r2(A,B)+r3(A,B)
3 (2)

where,

r1 (A,B) =
∑n

t=1 (uA(xt)−uA)(uB(xt)−uB)√∑n
t=1 (uA(xt)−uA)2.

∑n
t=1(uB(xt)−uB)2

,

r2 (A,B) =
∑n

t=1 (vA(xt)−vA)(vB(xt)−vB)√∑n
t=1 (vA(xt)−vA)2.

∑n
t=1(vB(xt)−vB)2

,

r3 (A,B) =
∑n

t=1 (πA(xt)−πA)(πB(xt)−πB)√∑n
t=1 (πA(xt)−πA)2.

∑n
t=1(πB(xt)−πB)2

,

uA = 1
n

∑n
t=1 uA (xt),uB = 1

n

∑n
t=1 uB (xt),

vA = 1
n

∑n
t=1 vA (xt),vB = 1

n

∑n
t=1 vB (xt),

πA = 1
n

∑n
t=1 πA (xt),πB = 1

n

∑n
t=1 πB (xt).

Garg and Kumar [1, Section 4, Eqn. 15, pp. 10] used the existing expression (3) [14] to evaluate the corre-
lation coefficient between the three known patterns,A1 = {〈x1, 0.4, 0.5〉 , 〈x2, 0.7, 0.1〉 , 〈x3, 0.3, 0.3〉},A2 =
{〈x1, 0.5, 0.4〉 , 〈x2, 0.7, 0.2〉 , 〈x3, 0.4, 0.3〉}andA3 = {〈x1, 0.4, 0.5〉 , 〈x2, 0.7, 0.1〉 , 〈x3, 0.4, 0.3〉}with the un-
known pattern,B = {〈x1, 0.1, 0.1〉 , 〈x2, 1.0, 0.0〉 , 〈x3, 0.0, 1.0〉}and shown that the obtained correlation co-
efficient between A1and B, the obtained correlation coefficient between A2 andB as well as the obtained
correlation coefficient between A3and B are equal. Therefore, expression (3) [14] cannot be used to identify
a suitable pattern, for the unknown patternB, from the known patterns A1, A2 and A3.

Xu1 (A,B) =
∑n

t=1(uA(xt)uB(xt)+vA(xt)vB(xt)+πA(xt)πB(xt))

max{∑n
t=1 (u2

A(xt)+v2A(xt)+π2
A(xt)).

∑n
t=1(u2

B(xt)+v2B(xt)+π2
B(xt))} (3)
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To overcome this limitation of the existing expressions(1) − (3), Garg and Kumar [1], firstly, pro-
posed the expression (4) [1, Section 3, Eqn. 6, pp. 4] to transform an intuitionistic fuzzy number
(IFN)〈µp (xt) , νp (xt)〉into a CNap (xt) + bp (xt) i + cp (xt) j[15]. Then, using the proposed expression (4),
Garg and Kumar [1] proposed expression (5) [1, Section 3, Eqn. 9, pp. 5], expression (6) [1, Section 3,
Eqn. 10, pp. 7] for evaluating the correlation coefficient and expression (7) [1, Section 3, Eqn. 11, pp. 7],
expression (8) [1, Section 3, Eqn. 12, pp. 7], for evaluating the weighted correlation coefficient between two
IFSsA = {〈µ1 (xt) , ν1 (xt)〉 }andB = {〈µ2 (xt) , ν2 (xt)〉 , } t = 1, 2, . . . , n.

ap (xt) = µp (xt) (1− νp (xt)),bp (xt) = 1 − µp (xt) (1− νp (xt)) − νp (xt) (1− µp (xt))andcp (xt) =
νp (xt) (1− µp (xt))(4)

K1 (A,B) =
∑n

t=1(a1(xt)a2(xt)+b1(xt)b2(xt)+c1(xt)c2(xt))√∑n
t=1 (a21(xt)+b21(xt)+c21(xt)).

∑n
t=1(a22(xt)+b22(xt)+c22(xt))

(5)

K2 (A,B) =
∑n

t=1(a1(xt)a2(xt)+b1(xt)b2(xt)+c1(xt)c2(xt))

max{∑n
t=1 (a21(xt)+b21(xt)+c21(xt)),

∑n
t=1(a22(xt)+b22(xt)+c22(xt))} (6)

K3 (A,B) =
∑n

t=1 wt(a1(xt)a2(xt)+b1(xt)b2(xt)+c1(xt)c2(xt))√∑n
t=1 wt(a21(xt)+b21(xt)+c21(xt)).

∑n
t=1 wt(a22(xt)+b22(xt)+c22(xt))

(7)

K4 (A,B) =
∑n

t=1 wt(a1(xt)a2(xt)+b1(xt)b2(xt)+c1(xt)c2(xt))

max{∑n
t=1 wt(a21(xt)+b21(xt)+c21(xt)),

∑n
t=1 wt(a22(xt)+b22(xt)+c22(xt))} (8)

In this note, it is shown that the correlation coefficients(5) − (8), proposed by Garg and Kumar [1], also
fails to identify a suitable classifier. Furthermore, it is shown that more computational efforts are required
to apply the correlation coefficients (5)− (8), proposed by Garg and Kumar [1], as compared to the existing
correlation coefficients (1) − (3). In the actual case, it is inappropriate to apply the correlation coefficient
for identifying a suitable classifier.

2. Counter examples for Garg and Kumar‘s the correlation coefficient

As discussed in Section 1, Garg and Kumar [1] have shown that the existing cor-
relation coefficients(1) − (3) fails to identify a suitable classifier for the unknown
patternB = {〈x1, 0.1, 0.1〉 , 〈x2, 1.0, 0.0〉 , 〈x3, 0.0, 1.0〉}from the three known patterns,A1 =
{〈x1, 0.4, 0.5〉 , 〈x2, 0.7, 0.1〉 , 〈x3, 0.3, 0.3〉},A2 = {〈x1, 0.5, 0.4〉 , 〈x2, 0.7, 0.2〉 , 〈x3, 0.4, 0.3〉}andA3 =
{〈x1, 0.4, 0.5〉 , 〈x2, 0.7, 0.1〉 , 〈x3, 0.4, 0.3〉}. Therefore, it is inappropriate to use the existing correlation
coefficients (1)− (3).

On the same direction, in this section two known patternsA1 =
{〈x1, 0.1, 0.4〉 , 〈x2, 0.4, 0.3〉 , 〈x3, 0.25, 0.35〉},A2 = {〈x1, 0.4, 0.1〉 , 〈x2, 0.3, 0.4〉 , 〈x3, 0.35, 0.25〉}and an
unknown patternB = {〈x1, 0.3, 0.3〉 , 〈x2, 0.2, 0.2〉 , 〈x3, 0.1, 0.1〉}, represented by IFSs, are considered.
Also, the weights of a relative importance are considered as (0.40, 0.45, 0.15), and shown that the correlation
coefficients(5)− (8), proposed by Garg and Kumar [1], also fails to identify that either A1 or A2 is a suitable
classifier for the unknown pattern B.

To apply the correlation coefficients(5)− (8) [1], proposed by Garg and Kumar [1], firstly, there is a need to
transform each element ofA1, A2, and B into a CN.

Using the expression (4), proposed by Garg and Kumar [1] for transforming an IFN into a CN, the
elements〈0.1, 0.4〉 ,〈0.4, 0.3〉,〈0.25, 0.35〉,〈0.4, 0.1〉 ,〈0.3, 0.4〉 ,〈0.35, 0.25〉 ,〈0.3, 0.3〉,〈0.2, 0.2〉 and〈0.1, 0.1〉 can
be transformed into its equivalent CNs 〈0.06, 0.58, 0.36〉,〈0.28, 0.54, 0.18〉,〈0.1625, 0.575, 0.2625〉,〈0.36, 0.58, 0.06〉,〈0.18, 0.54, 0.28〉,〈0.2625, 0.575, 0.1625〉,〈0.21, 0.58, 0.21〉,〈0.16, 0.68, 0.16〉
and〈0.09, 0.82, 0.09〉 respectively. Therefore,A1, A2 and B in terms of CNs can be rewritten as

A1 = {〈x1, 0.06, 0.58, 0.36〉 , 〈x2, 0.28, 0.54, 0.18〉 , 〈x3, 0.1625, 0.575, 0.2625〉},

A2 = {〈x1, 0.36, 0.58, 0.06〉 , 〈x2, 0.18, 0.54, 0.28〉 , 〈x3, 0.2625, 0.575, 0.1625〉},

and,

B = {〈x1, 0.21, 0.58, 0.21〉 , 〈x2, 0.16, 0.68, 0.16〉 , 〈x3, 0.09, 0.82, 0.09〉}.

3



P
os

te
d

on
A

u
th

or
ea

4
A

u
g

20
20

—
T

h
e

co
p
y
ri

gh
t

h
ol

d
er

is
th

e
au

th
or

/f
u
n
d
er

.
A

ll
ri

g
h
ts

re
se

rv
ed

.
N

o
re

u
se

w
it

h
ou

t
p

er
m

is
si

on
.

—
h
tt

p
s:

//
d
oi

.o
rg

/1
0.

22
54

1/
au

.1
59

65
76

59
.9

66
84

37
8

—
T

h
is

a
p
re

p
ri

n
t

a
n
d

h
a
s

n
o
t

b
ee

n
p

ee
r

re
v
ie

w
ed

.
D

a
ta

m
ay

b
e

p
re

li
m

in
a
ry

.

Now,

1. Using the existing expression (5), proposed by Garg and Kumar [1] for evaluating the correlation
coefficient between IFSs,K1 (A1, B) = 0.946359402 andK1 (A2, B) = 0.946359402. Since K1 (A1, B) =
K1 (A2, B)so it is not possible to identify the suitable classifier for the unknown pattern B from the
known patterns A1 and A2. Hence, the limitation pointed out by Garg and Kumar [1] in the existing
correlation coefficients(1)− (3), is also occurring in Garg and Kumar’s expression (5) [1].

2. Using the existing expression (6), proposed by Garg and Kumar [1] for evaluating the correlation
coefficient between the IFS,

K2 (A1, B) = 0.84530981 andK2 (A2, B) = 0.84530981.Since K2 (A1, B) = K2 (A2, B) so it is not possible
to identify the suitable classifier for the unknown pattern B from the known patterns A1 and A2. Hence,
the limitation pointed out by Garg and Kumar [1] in the existing correlation coefficients(1) − (3), is also
occurring in Garg and Kumar’s expression (6) [1].

Using the existing expression (7), proposed by Garg and Kumar [1] for evaluating the correlation coefficient
between the IFSs,

K3 (A1, B) = 0.951828261and K3 (A2, B) = 0.951828261. Since K3 (A1, B) = K3 (A2, B) so it is not possi-
ble to identify the suitable classifier for the unknown pattern B from the known patterns A1 and A2. Hence,
the limitation pointed out by Garg and Kumar [1] in the existing correlation coefficients(1) − (3), is also
occurring in Garg and Kumar’s expression (7) [1].

Using the existing expression (8), proposed by Garg and Kumar [1] for evaluating the correlation coefficient
between the IFSs,

K4 (A1, B) = 0.881829449 andK4 (A2, B) = 0.881829449.

Since K4 (A1, B) = K4 (A2, B) so it is not possible to identify the suitable classifier for the unknown pattern
B from the known patterns A1 and A2.

Hence, the limitation pointed out by Garg and Kumar [1] in the existing correlation coefficients(1)− (3), is
also occurring in Garg and Kumar’s expression (8) [1].

3. Advantages of existing correlation coefficients over Garg and Kumar’s correlation coeffi-
cients

It is obvious from Section 1 and Section 2 that although neither the existing correlation coefficients(1)− (3)
nor the correlation coefficients(5) − (8), proposed by Garg and Kumar [1], can be used for identifying a
suitable classifier. But, to apply the correlation coefficients(5)− (8), proposed by Garg and Kumar [1], there
is a need to transform each element of the known patterns, represented by an intuitionistic fuzzy number,
into a CN. While applying the existing correlation coefficients(1) − (3), no such transformation is required
i.e., more computational efforts are required for applying the correlation coefficients (5)− (8), proposed by
Garg and Kumar [1], as compared to the existing correlation coefficients (1)− (3). Therefore, it is better to
use the existing correlation coefficients(1) − (3) as compared to Garg and Kumar’s correlation coefficients
(5)− (8)[1].

4. Conclusions

It is shown that the limitation, pointed out by Garg and Kumar [1] in the existing correlation coefficients(1)−
(3), is also occurring in the correlation coefficients (5)− (8). Also, it is pointed out that more computational
efforts are required to apply in the existing correlation coefficients(5) − (8) as compared to the correlation
coefficients (1)− (3).
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