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Abstract

Hydrological analyses and their associated uncertainties are a function of their supporting observational datasets. Publicly avail-
able large-sample hydrology datasets covering a range of climates, times, and locations can be used to support inter-watershed
comparisons, pattern identification, and watershed regionalization studies. However, most of the large-sample datasets are
limited to a series of basic measurements such as precipitation, air temperature, and streamflow. Here we synthesized data from
30 intensively monitored catchments with soil moisture, snowmelt, and other hydrometeorological observations at daily scale
across the US. This data synthesis product, CHOSEN (CONUS/Comprehensive Hydrologic Observatory SEnsor Network), in-
cludes watersheds from the Long-Term Ecological Research (LTER) and Critical Zone Observatory (CZO) networks, and several
other ecological and hydrological observatories. Catchments span diverse climate gradients and encompass multiple biomes and
ecosystems. To achieve a consistent and standardized data product, we first implemented data cleaning and control procedures
with strict variable naming conventions and unit conversions. Following data quality control, data processing methods, including
gap filling by interpolation, linear regression, and climate catalog-based techniques, were implemented to produce alternative
level-2 products. The data and metadata were written into self-describing NetCDF files, facilitating ease of access by multiple
computer platforms. All python coding scripts, ranging from processing to accessing the NetCDF files, are publicly available,
along with a user-friendly tutorial. The standardizations adopted here, and the availability of the data-processing pipeline,
will facilitate future additions of new observations to this database. We anticipate that this synthesis will support comparative

long-term hydrological studies and contribute to a growing body of open-source research in watershed and ecosystem science.
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1. Introduction

Hydrometeorological data are essential for decision making in water resources engineering and manage-
ment, and for developing predictive models for how watersheds and ecosystems respond to perturbation.
Extreme-event analysis, flood mapping, and hydrological model building, calibration, and validation all rely
on hydrometeorological data (Borga et al., 2011; Clark et al., 2008; Khan et al., 2011; Marchi et al., 2010;
Razavi & Coulibaly, 2013). Although different models require various data inputs, most models could benefit
from intensively measured hydrometeorological data spanning diverse catchments. Notably, the continued
development of both data-driven models and physically based distributed models requires comprehensive
data for their execution and validation (Andersen et al., 2001; Asong et al., 2020; Kumar et al., 2008; Nord
et al., 2017). Cross-site synthesis can also provide core knowledge to scale up hillslope to global processes
and thus improve Earth system models (Fan et al., 2019).

Besides benefiting the development of hydrological and ecosystem models, comprehensive catchment data
sets could also improve site-specific and comparative cross-site studies. Place-based studies, such as flood
prediction (Rozalis et al., 2010), dominant hydrological process analysis (Schmocker-Fackel et al., 2007; Wes-
tern et al., 2004), and climate change impact investigations (Jha et al., 2004) are critical in local decision
making and hypothesis testing. For example, Tennant et al. (2020) made use of multiple hydrometeorological
variables to improve the understanding of the dominant controls on catchment discharge. Conversely, com-
parative hydrology aims to understand hydrological variability and the role of catchment characteristics, and
to develop generally applicable models (Kuentz et al., 2017; Sawicz et al., 2011; Wymore et al., 2017). For
example, Wymore et al. (2017) studied concentration-discharge relationships across 10 tropical watersheds
with different landscape characteristics. With the increasing interest in comparative hydrology, demand for
large-sample hydrological datasets has grown (Gupta et al., 2014). Such large-sample hydrology datasets
support continental-scale hydrological studies, facilitate comparative hydrological analysis, and help to iden-
tify hydrological patterns (Addor et al., 2017; Duan et al., 2006). The comprehensive dataset presented in
this study, a synthesis of streamflow and hydrometeorology data across intensively monitored catchments,
will serve the hydrological research community by providing quality-controlled, ready-to-use data with a
coordinated and standardized structure.

CHOSEN (Comprehensive Hydrologic Observatory SEnsor Network) is a compilation of data from the Long-
Term Ecological Research (LTER) and Critical Zone Observatory (CZO) networks, and several other ecologi-
cal and hydrological observatories. Initiatives like the LTER and CZO networks seek to create opportunities
for analyses that span multiple watersheds and ecosystem types. However, cross-network and cross-site com-
parative efforts are often hampered by site-to-site differences in which variables are measured, how they
are processed and formatted, and how they are reported. The work of finding diverse catchment data sets,
extracting them from whatever formats they are stored in, and cleaning and harmonizing them requires a
significant investment of time and effort. CHOSEN aims to address these challenges by providing a ready-to-
use comprehensive hydrometeorological dataset, with an accompanying open-access data processing pipeline
allowing for the incorporation of new data and the continued evolution of the data set.

Several previous data synthesis efforts, including the MOPEX (Duan et al., 2006) and CAMELS datasets
(Addor et al., 2017), have also sought to facilitate large-sample hydrological studies. Compared with those
previous datasets, the CHOSEN dataset focuses strictly on intensively monitored sites with field measu-
rements that extend beyond just discharge, precipitation, and weather, to include snow depth and snow
water equivalent (SWE), soil moisture, soil temperature, and isotope data. Time series of these variables
are critical to process-based hydrological and ecological studies, for example, process-oriented benchmarking
evaluation (Nearing et al., 2018), and coupling physical process models with machine learning (Reichstein
et al., 2019). Such datasets can also assist in understanding the physically based mechanisms underlying



watershed behavior (Werkhoven et al., 2008) and ecosystem resilience (Qi et al., 2016). In some catchments,
soil moisture patterns have been used to reveal the dynamics of water storage and transport in the landscape
(Bracken et al., 2013; James & Roulet, 2007; Tetzlaff et al., 2011). Snow data are essential in investigating
hydrological processes and simulating runoff in snow-dominated areas (Rasmussen et al., 2011; Foy et al.,
2015). Isotope time series facilitate the tracing of water fluxes through watersheds (Hrachowitz et al., 2013).
Rather than merely treating basins as black boxes that convert precipitation inputs to streamflow outputs,
the age distribution of the water derived from isotope data provides information about storage timescales
within catchments (Kirchner et al., 2000; McDonnell et al., 2010; Soulsby et al., 2006; Tetzlaff et al., 2014).
By focusing on intensively monitored catchments with more comprehensive data than just discharge, preci-
pitation, and weather, the CHOSEN dataset seeks to facilitate the understanding of hydrological processes,
development of simulation models, and effective management of catchments and ecosystems spanning diverse
environmental conditions.

2. Site overview, workflow and methodology

2.1 Site overview

We synthesized data from 30 intensively monitored watersheds across the US (Figure 1). Sixteen of the 30
watersheds are part of the LTER network, 11 from the CZO network, and the remaining three are East
River, CO, Dry Creek, ID, and Sagehen Creek, CA. Data from these sites were provided by collaborators
and have not been previously publicly available in a consistent format. Additional metadata describing these
watersheds, including the data web links, drainage area, location and basic weather information, are provided
in the supplementary material.

Figure 1. Geographical distribution of the watersheds

2.2 Workflow overview

The synthesis process followed the workflow of data downloading, data quality control and cleaning, data
aggregation, gap-filling in daily time series, and finally, writing to NetCDF format. To extract the desired
data, we carefully inspected the source websites for information about how the original data were measured,
processed, and recorded. Our data cleaning and quality control procedures included scanning for unrealistic
values and cross-checking data flag reports. After unrealistic values were removed, any time series that were
recorded at sub-daily intervals were aggregated to daily time steps. Subsequently, three levels of gap-filling
methods (interpolation, regression, and climate catalog; see Section 2.4) were applied to the daily-scaled
data. The resulting data were stored in NetCDF format using a consistent structure and layout, together
with metadata which provided additional information including variable units, station names, locations and
record lengths.

2.3 Data downloading and cleaning

For each site, we acquired (if available) time series data of streamflow, precipitation, air temperature, solar
radiation, relative humidity, wind direction, wind speed, SWE, snow depth, vapor pressure, soil moisture,
soil temperature, and isotope values. For the convenience of cross-watershed research and intercomparison
of datasets, variable naming standards and their units were made consistent, following Addor et al.’s (2020)
suggested format for large sample hydrology datasets. As detailed in the data pipeline Jupyter Notebooks
attached to the CHOSEN database, we aggregated any hourly time series in one of two different ways:
cumulative variables were summed, and rate variables were averaged.



2.4 Gap-filling methods

Gaps in the cleaned and aggregated daily data were filled using one of three techniques, depending on the
length of the gap and availability of complementary data. The first technique involved linear interpolation
between the two nearest non-missing values. Linear interpolation was applied to gaps of less than seven
days, over which seasonal effects can be considered trivial. Longer gaps were filled by regression for those
catchments with multiple monitoring stations (Pappas et al., 2014). To implement spatial regression, we
first evaluated the correlation coefficients between the station with missing values and all the other stations
within the watershed. We then used the data from the station with the highest correlation coefficient to
estimate the regression parameters. If the highest correlation coefficient was less than 0.7, or if no data were
available from other stations contemporarily, the missing values were reconstructed using the climate catalog
technique. The climate catalogue method filled gaps by using data from the same site for a different year
(the one containing at least 9 months of data and with the highest correlation coefficient greater than 0.7
to the year in which values were missing). For example, suppose a catchment’s only streamflow gauge was
missing all of April’s measurements in 2002. In this case, we would first group the available data by year,
and calculate the correlation coefficients between daily streamflows in 2002 and the other years. If the 2002
data correlated most strongly with data from 2006, then 2006’s April 1st data point replaced the missing
value from April 1st 2002, with the addition of a Gaussian random number scaled by the standard deviation
of all April 1st values from all the years of record.

Figure 2. Data pipeline and visualizations of cleaning methods: a) interpolation, b) regression and c) climate
catalog

To assure the quality of reconstructed data (interpolated, regressed, or based on climate catalog), we deleted
any reconstructed values that fell outside of the thresholds that were originally used to detect unrealistic
data. After all the data filling methods were applied, a flag table was generated indicating the technique that
was used to create each filled data point. All the python coding scripts for processing methods are available on
GitLab (https://gitlab.com/esdl/chosen) and will be published on Zenodo (DOI: 10.5281/zenodo.4060384)
open to the public along with a Jupyter Notebook tutorial.

2.5 NetCDF data product

We stored and published the processed data in NetCDF format. NetCDF is emerging as the data standard
for large-sample hydrology, as well as for other large-sample products across the geosciences, particularly
climate science and remote sensing (Liu et al., 2016; Romaniach et al., 2015; Signell et al., 2008). The NetCDF
library is designed to read and write multi-dimensional scientific data in a well-structured manner. The library
enables writing data in several coordinate dimensions, accommodating multiple measurement stations. The
machine-based interface makes data highly accessible and easily portable across various computer platforms.
Data (variables) and metadata (corresponding attributes) are intrinsically linked and stored in the same file,
making the data set self-documenting.

We generated one NetCDF file for each watershed to store its data and metadata. In these NetCDF files,
there are four kinds of variables. Hydrometeorological variables are stored in two-dimensional arrays (i.e., by
time and location), along with flag variables having the same number and array dimensions. The timestamp
variable is a one-dimensional array of measurement dates and times. Lastly, a grid variable contains informa-
tion about gauges and monitoring stations, including their names, latitudes, and longitudes. The attributes
include website links, units, full names, and record starting and ending dates (Figure 3).

Figure 3. Variables, corresponding dimensions and attributes in NetCDF files



3. Data description

3.1 Data overview

The CHOSEN database contains up to 13 different hydrometeorological variables, including streamflow,
precipitation, air temperature, solar radiation, relative humidity, wind direction, wind speed, SWE, snow
depth, vapor pressure, soil moisture, soil temperature, and isotope values, with availability varying from site
to site (Figure 4). The HJ Andrews and Bonanza LTERs have measurements of all 13 variables, with most
of the other watersheds having data of around ten hydrometeorological variables. Discharge record lengths
range from three years at Calhoun to 78 years at the San Diego River (California Current Ecosystem LTER),
with a median of 19 years.

Figure 4. Span of time series availability and duration across watersheds

Among all the 13 hydrometeorology variables included in the dataset, discharge, precipitation, snow depth,
soil moisture, and isotope data are particularly important for hydrologic process studies. Discharge and
precipitation time series are available in all CHOSEN watersheds (Figure 5), and seven catchments have soil
moisture and snow measurements with records exceeding five years. Although publicly available isotope data
are limited, we identified six watersheds with isotope time series longer than one year (Figure 4).

Figure 5. Distributions of record spans for different variables

3.1.1 Precipitation

In the CHOSEN dataset, 27 watersheds have more than five years of precipitation data, and 20 watersheds
have more than ten years (Figure 5). Twenty-five watersheds have less than 10% missing precipitation values,
increasing to 29 watersheds after applying gap-filling methods (Figure S1). The sparsest precipitation raw
data are from the Bonanza site, where 24% of the missing values were filled by regression. More precipitation
gap-filling information is available in the supplementary material.

3.1.2 Soil moisture

Soil moisture is essential for investigating hydrologic connectivity and runoff processes, especially where
vertical flow dominates (Bracken et al., 2013). Soil moisture measurements are available in 18 watersheds
(Figure 5), usually including multiple stations and depths. Seventeen of these catchments have less than
10% missing soil moisture data after gap-filling (Figure S2). The longest soil moisture records on average are
in the HJ Andrews watershed, including multiple stations dispersed in several sub-watersheds monitoring
at different depths. Like the HJ Andrews watershed, other sites commonly measure soil moisture data at
multiple stations, facilitating gap-filling through spatial regression.

3.1.3 Snow depth / SWE

At high latitudes and altitudes, snowmelt can play an important role in streamflow generation and nutrient
export, and snow accumulation and melt may be particularly sensitive to climate change. Eight of the
CHOSEN watersheds have snow depth data with less than 10% missing values after gap-filling (Figure S3).
Sagehen watershed has the longest snow depth record (61 years), with 39 years of SWE data (Table S2).

3.1.4 Isotope data

Isotope tracers (e.g., *¥O and deuterium) are important for estimating catchment transit time distributions,
which, along with hydrologic response timescales, can be used to characterize the temporal dynamics of the
water cycle. Though publicly available isotope measurements are less abundant than hydrometeorological
data, six of the CHOSEN watersheds have publically available isotope time series. Among those watersheds,
Shale Hills has the longest isotope time series, consisting of 1103 days of isotope measurements between



2008-03-28 and 2011-12-31. Most of the sites have sub-weekly 520 and 52H measurements in precipitation
and streamflow (Table S4).

3.2 Example data from Dry Creek watershed

This section presents example data from the Dry Creek Experimental Watershed (DCEW), located in the
semi-arid southwestern region of Idaho, USA, 16 km northeast of the city of Boise. Raw data were downloaded
from the Boise State University research pagehttps://www.boisestate.edu/drycreek/dry-creek-data/ . Daily
measurements of discharge, precipitation, soil moisture, snow depth, and six other hydrometeorological
variables were collected starting in 1999 at multiple streamflow gauges, weather stations, and soil moisture
sensors distributed in this area (Figure 6).

Figure 6. Dry creek experimental watershed
(Source: https: //www.boisestate. edu/drycreek/dry-creek-data/")

Over half of the variables at Dry Creek have less than 10% missing values at daily time steps. After applying
gap-filling methods, all hydrometeorological variables except snow depth have less than 10% missing values
(Figure 7). The sparsity of snow depth data is due to the ephemeral nature of the region’s snowpack.

Figure 7. Data filling methods applied to Dry Creek data

The intensively monitored data included in CHOSEN allow for detailed analyses of hydrometeorology vari-
ables at both the seasonal and interannual time-scale. Here, we briefly describe some of the gap-filled data
from the 2011-2012 hydrological year at Dry Creek (Figure 8). For streamflow, the highest discharge values
were monitored at Lower Gauge (LG) which is located downstream of the watershed. The lowest discharge
values are from two tributaries: Treeline (TL) and Bogus South Gauge (BSG). Patterns of precipitation
match the responses in streamflow, especially in January and April. Springtime snowmelt is reflected in
both a decrease in snow depth and persistent high flows during March and April. The soil moisture time
series vary greatly from station to station, but generally reflect seasonal patterns of precipitation, snowmelt,
and evaporative demand, with shorter-term fluctuations in shallower sensors showing the influence of individ-
ual precipitation events. This example highlights how CHOSEN data can be instrumental in understanding
the responses of soil moisture and discharge to hydrometeorological drivers.

Figure 8. Cleaned Dry Creek daily data from 2011-10-01 to 2012-09-30

4. Summary and outlook

Hydrometeorological data are critical in model development and water resources management. In this work,
we compiled hydrometeorological data from 30 intensively monitored watersheds. In addition to standard
measurements of precipitation, air temperature and streamflow, the CHOSEN dataset also includes soil
moisture, SWE, snow depth, isotopes, and other hydrometeorology variables. Most of the raw data were
downloaded from publicly available resources, including the LTER and US CZO networks.

Since raw data often have errors, gaps, and inconsistent formats across sites, we applied quality control
procedures, gap-filled missing data, and standardized the data format. The three-step gap-filling approach
consisted of interpolation, regression, and climate catalog methods. We also generated flag tables denoting
the different data types (raw, missing, or filled) and gap-filling methods. Data users can update or change
the gap-filling techniques with the help of these flag tables. Finally, we published the synthesis product in
NetCDF format along with Jupyter Notebook examples demonstrating the cleaning procedures and how to
access the data.

Different large sample hydrological datasets are best adapted to various research pursuits and questions
(Addor et al., 2020). Compared with other large sample hydrological datasets, our dataset seeks to facilitate



hydrological and ecological studies that require a broad set of hydrometeorological variables and time series
data. For instance, hydrological model development may benefit from having soil moisture, snowmelt and
streamflow data as part of its multi-objective calibration function (Andersen et al., 2001), while isotope data
can support studies that focus on watershed storage estimates and transport (Perrin et al., 2003; Sprenger et
al., 2018). Similarly, the CHOSEN dataset can promote data-driven models focused on predictions beyond
streamflow, which will allow them to be more comprehensive than mere discharge predictors. And for the
ecological community, these data could be used to better understand how processes such as microbial biogeo-
chemical reactions and evapotranspiration respond to changing hydrological regimes and climate variability.
Besides this data release, future data products can include catchment physical attributes such as watershed
topography and soil characteristics. The availability of such physical watershed attributes can further as-
sist in comparative studies using both data-driven and distributed models, possibly leading to prediction
in ungauged basins and transferability of model parameters among catchments (Razavi & Coulibaly, 2013;
Sivapalan et al., 2003; Zelelew & Alfredsen, 2014).

While other large-sample hydrological datasets often contain more watersheds than CHOSEN does currently,
to the best of our knowledge, CHOSEN reflects one of the largest open-source collections of hydrometeoro-
logical data from intensely and comprehensively monitored watersheds. Similar to the CAMELS initiative
(Addor et al., 2017), which has now encouraged the release of data from different groups and countries
(CAMELS-UK(Coxon et al., 2020), CAMELS-Chile (Alvarez-Garreton et al., 2018)), we hope that this data
product will encourage different groups to publicly release comprehensive data sets to enrich hydrological
analysis.
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