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Abstract

In this paper the concept of a new method for the estimation

of the heat flux distribution and the total power in CSP appli-

cations is presented. This method requires appropriate analysis

of the temperature evolution on a target, or directly on a re-

ceiver. A 3-D thermal conduction model with boundary condi-

tions to take into account the convection and radiation losses

has been developed. A parametric analysis was performed and

we checked how the physical parameters affect the applicabil-

ity of the method. Having proven numerically the potential of

this method, it was experimentally implemented in the central

tower CSP plant of The Cyprus Institute at PROTEAS facili-

ties successfully. The experience gained from the numerical and

experimental application of this method is discussed.

Keywords: Concentrated Solar Power, Heat Flux Dis-
tribution, Renewable Energy

1 Introduction

The knowledge of the heat flux distribution developed
on the receiver of each Concentrated Solar Power
(CSP) plant is necessary. The heat flux distribution
will be used as a feedback for the heliostats aiming
control strategy and its spatial integration will give
the heat power input to the receiver, which is useful
for its efficient operation.

As it is stated by Roger et al. [1] several methods
have been presented in the literature for the mea-
surement of the heat flux, appropriate for different
receiver types and showing different characteristics,
which could be classified in three categories; direct, in-
direct and measurement-supported simulation meth-
ods.

Direct methods use flux sensors which directly mea-
sure the heat flux in the position they are placed.
Then solar flux contours are created using interpo-
lation techniques. In 1981 King and Arvizu [2] used a
stationary bar instrumented with 64 circular foil heat
flux gauges that a heliostat beam could be swept over.

The system required a 20s time period for the mea-
surement necessitating the water cooling of the bar,
and the measurement inaccuracy was estimated at
±10%. Kodama et al. [3] measured the solar flux dis-
tribution on a beam-down solar concentrating system
in Miyazaki moving an array of thirteen Gardon gau-
ges. The linearity of the sensors showed to be within
2% and the response time was less than 250ms.

The calibration of the heat flux sensors is a critical
point and at present there is not a standard proce-
dure for their calibration. Ballesterin et al. 2004 [4]
and Ballesterin et al. 2006 [5] applied a new calorime-
tric approach for the calibration of the Gardon gauges
reducing the uncertainty in the calibration constant
from 3% to less than 2%. In 2014 Guillot et al. [6] pu-
blished a work on a comparison of calibration approa-
ches presented from different laboratories applied on
4 sensors; 3 Gardon heat flux gauges and a water ca-
lorimeter. An agreement within 10% of all the sensors
was observed, with the radiometers requiring slightly
less than 1s and the calorimeter requiring about 30s
as a response time.

Indirect methods use cameras and often calibration
and scaling with flux gauges or calorimeters is requi-
red. In 2002 Ulmer et al. [7] presented a flux map-
ping system developed for the EURODISH concen-
trating dish at PSA. A water-cooled Lambertian tar-
get was placed in the beam path and a CCD-camera
was taking images of the focal spot. The calibrati-
on was achieved from the relation of the integrated
gray value and the calculated total power. In 2012
Ho and Khalsa [8] presented a novel indirect method
(PHLUX) for the estimation of the heat flux distributi-
on without using any sensors for calibration. The only
additional information is the direct normal irradiance
and the reflectivity of the receiver. A relative error of
about 2% was found on a Lambertian surface using
this method. Lee et al. [9] measured the heat flux in
a diffuse/Lambertian target using a CCD camera and
the heat flux gage for calibration. The purpose was
to evaluate the optical performance of a solar furnace
and then they compared the obtained flux maps with
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a ray tracing code. Ferriere et al. [10] presented a
similar indirect method for the flux measurement in
Themis solar tower in France. The measurement was
done on a moving target which was placed in front of
the receiver.

Measurement supported simulation methods use ray-
tracing tools for the heat flux estimation. They seem
to be easier and more flexible and they provide high
resolution heat flux maps. However, validation of the-
se methods is required through either direct or indirect
systems regularly. In 2016 Ebert et al. [11] presented a
new measurement-supported simulation approach for
the estimation of the solar input power. The uncer-
tainty of the solar input was estimated to be from
-1.3% to +6.3% which contributed to the overall un-
certainty in the SOLUGAS receiver to be between -
2.8% and +7.7%.

In this paper the concept of a new method for the
heat flux measurement, which could be classified in
the direct methods, is numerically demonstrated. This
method is based on the appropriate analysis of the
temperature evolution over time when a heliostat or
more heliostats are aiming on a target or directly on
a receiver. In the beginning the theory behind this
methodology is presented, then a numerical model to
check how the physical parameters affect the appli-
cability of the methodology and finally experimental
data for the heat flux measurement on a target, which
is placed above the iSTORE receiver in PROTEAS fa-
cilities in Cyprus [12], is also given. After the gained
numerical and experimental experience, issues related
to the proposed methodology are discussed.

2 Methodology - Energy Balan-
ce

Energy balance imposes that when one or more helio-
stats focus on a target or receiver the power entering
each finite volume is equal to the power exiting the
finite volume plus the heat stored in the finite volume
which increases its temperature.

Qent = Qext + dm · Cp ·
dT

dt
(1)

The power entering the finite volume is either by
neighboring finite volumes through conduction either
by the sunlight and the power exiting the finite vo-
lumes is either by conduction to the neighboring fi-
nite volumes or by convection and radiation to the
environment. If thermal equilibrium is assumed be-
fore the sunlight reflection, there is not conductive
power from or to the neighboring finite volumes and
convective/radiative losses to the environment. When

sunlight is reflected onto the target the temperature
of each finite volume starts to increase and we can
assume that in the beginning (t=0) the temperature
increase is only because of the power from the sun-
light.

a ·Qs = dm · Cp ·
dT

dt
|t=0 (2)

a is the absorption coefficient of the target, Qs is
the reflected power on the front surface of the finite
volume, dm is the mass of the finite volume, Cp is the
heat capacity of the material of the target and dT

dt |t=0

is the temperature time derivative in the beginning.
Dividing by the front surface area dAs for each control
volume we have

a · qs =
dm

dAs
· Cp ·

dT

dt
|t=0 (3)

where qs is the reflected heat flux. Integrating for the
whole target the total power on the target can be
given by the following equation.

a ·Qtot
s = m · Cp ·

dTavg
dt
|t=0 (4)

where Qtot
s is the total power reflected onto the target

and Tavg is the average temperature of the target. We
see that either for the measurement of the heat flux
on each finite volume (equation 3) or for the measu-
rement of the total power from the sun on the target
(equation 4) we need the accurate measurement of
the temperature time derivative, either for the finite
volume or for the whole target respectively. Then the
proposed methodology focuses on the accurate mea-
surement of these temperature time derivatives.

3 Thermal conduction model

In order to study the applicability of the methodology
and perform a parametric analysis to check how the
independent parameters affect it a thermal conduction
model has been developed. It is a 3-D transient model
for structured numerical meshes without volumetric
heat sources, developed to analyze the temperature
evolution on a flat target for simplicity reasons (figure
1) when one or more heliostats aim on it. The model is
expressed by the time dependent diffusion equation 5:

dT

dt
=

kt
ρ · Cp

(
d2T

dx2
+
d2T

dy2
+
d2T

dz2

)
(5)

where constants kt, ρ and Cp are the thermal conduc-
tivity, density and the specific heat at constant pres-
sure of the target. Equation 5 can be discretized ap-
plying appropriate spatial and temporal discretization
techniques. The temperature second spatial derivati-
ves were numerically approximated using the following
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finite difference formulas:

d2T

dx2
=
Ti+1 − 2Ti + Ti−1

∆x2i
(6)

d2T

dy2
=
Tj+1 − 2Tj + Tj−1

∆y2j
(7)

d2T

dz2
=

2∆zk−1Tk+1 − 2 (∆zk−1 + ∆zk)Tk + 2∆zkTk−1
∆z2k∆zk−1 + ∆z2k−1∆zk

(8)

Figure 1: Flat aluminum 6061 target, dimensions
2000x2000x5mm.

Equations 6 and 7 have been developed for a uniform
grid, while equation 8 for a non-uniform one. A non-
uniform grid denser near the boundary surfaces was se-
lected because high sensitivity was observed in the dis-
cretization of the target’s depth. Equations 6, 7 and 8
are expressions of second order accuracy O

(
∆2
)
.

For time marching the time derivative is numerically
approximated as

dT

dt
=
Tn+1 − Tn

∆t
(9)

and applying the Crank-Nicolson scheme [13] (combi-
nation of forward Euler explicit scheme and backward
Euler implicit scheme) we conclude to a sparse linear

system of equations with seven non-zero diagonals.
For the closure of the system of equations appropriate
boundary conditions are implemented (equation 10)
to take into account convection and radiation losses
in the boundary nodes.

kt·
dT

dn
= qs−hcon·(T − T∞)−σ·ε·

(
T 4 − T 4

∞
)

(10)

n indicates the normal direction, qs is the constant
heat flux because of sunlight reflection on the target,
hcon is the heat transfer coefficient expressing convec-
tion losses, σ is the Stefan-Boltzmann constant and ε
is the emissivity of the target which is assumed to be
constant.

While Crank-Nicolson scheme showed satisfactory sta-
bility for large time steps, solution dependence on the
time step was observed necessitating the fulfillment of
the CFL condition [14] given in equation 11.

kt
ρ · Cp

·
(

∆t

∆x2
+

∆t

∆y2
+

∆t

∆z2

)
≤ 1

2
(11)

4 Results

4.1 Parametric Analysis

The numerical model which has been presented above
was applied for testing how the parameters “h” heat
transfer coefficient and “ε” target’s emissivity affect
the applicability of the methodology. We assume that
we have an aluminum 6061 target 2000x2000x5 mm
(figure 1) of 54kg, with a thermal conductivity equal
to 167W/m/K and a specific heat capacity at con-
stant pressure equal to 900J/kg/K. These properties
correspond to the 10o inclined target placed in PRO-
TEAS facilities for which experimental data will be
given in Section 4.2 sub-section.

Five cases were solved to test the applicability of the
methodology for different heat transfer coefficients
and emissivity constants. In case 1 we assume that we
have a constant heat transfer coefficient correspond-
ing to the natural convection case of a 10o inclined
plate with the heated surface being the lower surface
( [15], [16], [17]), equal to 5.6W/m2/K and an emis-
sivity equal to 0.5. Then in cases 2, 3 and 4 the heat
transfer coefficient is 15W/m2/K and the target emis-
sivity is equal to 0, 0.5 and 1 respectively. In case 5 the
heat transfer coefficient is 25W/m2/K and the target
emissivity is equal to 0.5. Heat transfer coefficents
equal to 15W/m2/K and 25W/m2/K correspond to
typical forced convection cases [15]. In all the above
mentioned cases we assume that only one heliostat
focuses on the target, producing a Gaussian heat flux

2 | 8
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Figure 2: Average temperature evolution over time (a), average temperature time derivative over time (b),
heat input power, convective and radiative losses (c), average temperature time derivative versus average
temperature (d).

profile on the down facing surface given by 12). Gaus-
sian heat flux profile was selected as it describes quite
accurately the distribution when heliostats focus on a
target [18], [19].

q (x, y) = qmax·exp

(
−

(
(x− x0)

2

2 · σ2
x

+
(y − y0)

2

2 · σ2
y

))
(12)

The total power is equal to

Q =

∫ 2

0

∫ 2

0

q (x, y) dxdy = 2 ·π ·qmax ·σx ·σy (13)

where x0 = y0 = 1m is the center of the target, σx
and σy are assumed to be equal to 0.2 and the total
absorbed power for each heliostat is assumed to be
equal to 2kW.

Firstly, a grid dependence study was performed to
find the appropriate numerical grid which will give us
an independent solution. Testing the weighted aver-
age temperature and its time derivative, we concluded
that a 21x21x5 grid, dense in the z-direction near the

large surfaces is sufficient. The time step which was
used and fulfills the CFL condition is 5 · 10−4s. The
initial target temperature and the ambient tempera-
ture were equal to 303K.

In figure 2 the weighted average temperature devel-
oped on the surface of the target is presented. In the
same figure the time derivative, the convective and ra-
diative losses and the time derivative as a function of
the temperature are shown. In figures 2a, 2b we see
that the larger the heat transfer coefficient and the
emissivity are the faster the steady state condition is
reached. Moreover we see that the temperature in-
creases almost exponentially and the time derivative
decreases almost exponentially over time. In figure
2c the input power and the convective and radiative
heat losses for all the cases are given. As expected the
losses increase over time along with the temperature
till the steady state. The convective and radiative
heat losses are expressed by equations 14:

Qcon = hcon·A·(T − Tamb) , Qrad = σ·ε·A·
(
T 4 − T 4

amb

)
(14)

3 | 8
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Table 1: Results of linear fitting in several time periods for the fourth test case where h=15W/m2/K, ε=1.

Test Case 4
h=15W/m2/K,

ε=1

α
(1/h)

htot

[W/m2/K]
hcon

[W/m2/K]
hrad

[W/m2/K]
hcon + hrad

[W/m2/K]
δhtot

[W/m2/K]
dT/dt
(K/h)

0.7h 13.81 23.19 15 6.62 21.62 1.57 150.26

100s 13.11 22.02 15 6.37 21.37 0.65 148.48

50s 12.90 21.65 15 6.34 21.34 0.31 148.27

10s 12.69 21.30 15 6.32 21.32 -0.02 148.19

5s 12.66 21.25 15 6.31 21.31 -0.07 148.19

2.5s 12.64 21.23 15 6.31 21.31 -0.08 148.19

1s 12.64 21.23 15 6.31 21.31 -0.08 148.19

When the emissivity factor is equal to 0, only convec-
tive heat losses exist. In all other cases the radiative
losses can be linearized for low temperatures [15] and
in such a case they are expressed according to equa-
tion 15:

Figure 3: Comparison of the normally distributed and
computed heat fluxes in the center lines for case 4.

Qrad = hrad ·A · (T − Tamb) (15)

where

hrad = ε · σ · (T + Tamb) ·
(
T 2 + T 2

amb

)
(16)

Additionally, in figure 2d we see that the time deriva-
tive as a function of temperature is almost linear for
all the cases. It is the radiative losses which introduce
the non-linearity when the temperature increases. As-
suming all these curves to be linear with a quite good
accuracy, the total heat transfer coefficient is given
by equation 17.

htot =
a ·m · Cp

A
(17)

where a is the slope of the linear equation.

What is important and constitutes the basis of the
presented methodology is the fact that in all the cases
(regardless of the heat transfer coefficient and the
emissivity) the time derivative in the beginning of the
simulations (in the ambient temperature) is the same.
If we multiply this time derivative with the mass and
the specific heat capacity of the target we have the
total power which was set as a boundary condition,
i.e. 2kW.

Case 4 (h=15W/m2/K, ε = 1), where the radia-
tive effects are more prominent was further analyzed.
Linear fitting was applied for the temperature time
derivative as a function of temperature. This fit-
ting was applied for the values from the beginning
of the calculated derivatives till a percentage of the
whole simulation time. The purpose was to check
how the linear fitting is affected by the radiative ef-
fects, as radiative effects grow over time. In table 1
for these time periods the slope of the linear fitting,
the total heat transfer coefficient from equation 17,
the constant heat transfer coefficient because of con-
vection, the heat transfer coefficient because of ra-
diation (equation 16) for the mean temperature in
the investigated time period, the total heat transfer
coefficient as a summation of the previous two heat
transfer coefficients and its discrepancy with the to-
tal coefficient in the third row are given. In the last
row the temperature time derivative calculated in the
ambient temperature is given according to the linear
fitting parameters, applying extrapolation.

In table 1 we see that for shorter time periods the lin-
ear fitting slope decreases till 12.64(1/h). The same
behavior is observed for the total heat transfer coef-
ficient and the heat transfer coefficient because of
radiation. They converge to 21.23(W/m2/K) and
6.31(W/m2/K) respectively. The absolute value of
the difference between the total heat transfer coeffi-

4 | 8



P
os

te
d

on
A

u
th

or
ea

27
M

ay
20

21
—

T
h

e
co

py
ri

gh
t

h
ol

d
er

is
th

e
au

th
or

/f
u

n
d

er
.

A
ll

ri
gh

ts
re

se
rv

ed
.

N
o

re
u

se
w

it
h

ou
t

p
er

m
is

si
on

.
—

h
tt

p
s:

//
d

oi
.o

rg
/1

0.
22

54
1/

au
.1

62
21

47
19

.9
81

76
48

4/
v1

—
T

h
is

a
pr

ep
ri

n
t

an
d

h
as

n
ot

b
ee

n
p

ee
r

re
vi

ew
ed

.
D

at
a

m
ay

b
e

pr
el

im
in

ar
y.

Journal of Power Technologies 000 (0) (0000) 0–8 DOI:000-000

Table 2: x-y coordinates for each thermocouple placed on the rear side of the target.

TC# x(m) y(m) TC# x(m) y(m) TC# x(m) y(m) TC# x(m) y(m)

1 1.0 1.0 11 1.0 1.2 21 1.4 1.0 31 1.8 1.4

2 0.9 1.1 12 1.2 1.2 22 1.4 0.6 32 1.8 1

3 1.0 1.1 13 1.2 1.0 23 1.0 0.6 33 1.8 0.6

4 1.1 1.1 14 1.2 0.8 24 0.6 0.6 34 1.8 0.2

5 1.1 1.0 15 1.0 0.8 25 0.6 1.0 35 1.4 0.2

6 1.1 0.9 16 0.8 0.8 26 0.2 1.8 36 1.0 0.2

7 1.0 0.9 17 0.8 1.0 27 0.6 1.8 37 0.6 0.2

8 0.9 0.9 18 0.6 1.4 28 1.0 1.8 38 0.2 0.2

9 0.9 1.0 19 1.0 1.4 29 1.4 1.8 39 0.2 0.6

10 0.8 1.2 20 1.4 1.4 30 1.8 1.8 40 0.2 1.0

41 0.2 1.4

cients also decreases till the 10s time period and then
slightly increases to a steady value. Finally, we also
observe that the temperature time derivative reach
the value of 148.19(K/h). Multiplying this value with
the mass specific heat capacity of the target (equation
18) we see that the total sun power is calculated with
a 0.03% accuracy.

Ptot = m · Cp ·
dT

dt
= 2000.565W (18)

Here it should be noted that although for shorter time
periods the time derivative is closer to the value which
will give us the expected power, for longer time peri-
ods the time derivative is not far from the desired one.
For example for the 0.7h period the total power is cal-
culated to be 2028.51W which has a 1.43% difference
from the set total power. The described converging
behavior is also observed in the other cases.

The same approach could be applied for each node
separately, multiplying this time with the mass and
dividing with the area which correspond to each node
to find the heat flux on the target surface. In figure
3 the calculated heat flux for case 4 is compared to
the normal distribution which was set as a boundary
condition, along with the absolute error in the center
x and y lines. We see that the similarity is quite good.

4.2 Experimental Application

The above mentioned methodology for the measure-
ment of the heat flux and the total power was ex-
perimentally tested on the target above the iSTORE
receiver at PROTEAS facilities. In its rear side 41
Class-1 k-type thermocouples operating till 260oC
are welded for monitoring the developed tempera-
tures [20]. The position of the thermocouples ac-

cording to the reference system in figure 4 are given
in table 2.

Several experiments on the target above iSTORE re-
ceiver have been conducted to test the applicability
of the presented methodology. Below such a typical
experiment will be presented. One and then two he-
liostats aimed the target and then they were removed
to cool it down. In figure 4 the heat flux distribu-
tion is shown after triangulation-based cubic interpo-
lation [21] for one heliostat and both heliostats aim-
ing on the target. Integrating in space the heat flux
distribution the total heat power absorbed by the tar-
get was calculated to be 879W in the first phase and
1678W in the second phase. These values are much
less than what a heliostat can produce because of the
low absorptivity of the white painted target.

In figure 5 the average temperature over time and the
average temperature time derivative as a function of
time and temperature are given for the three phases.
In the first phase of the experiment we see that when
the heliostat aims the target the temperature aug-
ments till steady state, where the temperature deriva-
tive becomes zero. Then adding the second helio-
stat the temperature raises further and in the cooling
phase the temperature decreases till the ambient tem-
perature. We also see that linear fitting is presented
for the whole period of each phase. We see that these
lines in the three phases are almost parallel, as were
expected.
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Figure 4: Experimental results. Heat flux distribution for 1 healiostat aiming on the target (a), total heat flux
distribution for 2 heliostats aiming on the target (b).

Figure 5: Experimental results. Average temperature evolution over time (a), average temperature time
derivative (b), average temperature time derivative versus average temperature (c).

5 Summary/Conclusions

In this paper the concept of a new methodology for the
flux measurement in CSP applications was presented

and applied experimentally on a flat target, though
it can be also applied to either external or internal
receivers. It is a methodology which could be catego-
rized in the direct methods. The accurate knowledge
of the properties of the target material and the target
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geometry is necessary. Then, with appropriate anal-
ysis of the temperature evolution on the target, heat
flux distribution is calculated. Having the heat flux
distribution, the heat input power is calculated with
its spatial integration as in the well known direct ap-
proaches.
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