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Abstract – 
Key generation for data security is an important feature in cloud environment. Designing key from extracted feature is used to overcome the problem of vulnerable and mathematical attack. Our proposed work is  concentrate on some of the features of Grey Level Co –occurrence Matrix(GLCM)   co-relation, entropy, Angular second  Moment(ASM)  and  Inverse Differential Moment(IDM) .Using these features Comparative analysis on  GLCM Algorithm features of Quick Response (QR)image is made with existing  different image  such as  iris , cartoon and  Magnetic  Resonance Imaging (MRI)   image features  produced by GLCM. We came to know that GLCM can extract the feature under single direction and single scale. 
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1. INTRODUCTION
	Feature extraction is a technique that describes a large set of data by utilizing minimal amount of resources. It builds data to be informative and non-redundant, facilitating the subsequent learning and generalization steps, and leading to better human interpretations.
	When the input is suspected to be redundant and too large to be processed then it can be transformed into a minimized set of features .The selected features contain the relevant data from the input values, so that the preferred work can be done by using this method instead of the whole data.
	Feature extraction is a method of constructing combinations of the variables to get the data with sufficient accuracy.  It is also called  dimensionality reduction and are used such as ISO map, Multifactor dimensionality reduction, Independent component analysis,  Kernel Principle Component Analysis, Nonlinear dimensionality reduction, Latent semantic analysis, Partial least squares, PCA (Principal component analysis),  Multi-linear Principal Component Analysis, Multi-linear subspace learning, Semi definite embedding and Auto encoder. On important area where feature extraction can be applied is image processing. There are also software packages targeting machine learning applications that focus in feature extraction.
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Figure1. Feature Extraction Process
	Figure 1 show the feature extraction process, Uniform significance to the features can be obtained through normalization. This is achieved by grouping similar attributes. The next step in this process is feature extraction followed by decision making which result in the classification of data. The following section deals with the different types of image features and color features.

2. ABOUT GLCM
	Feature extraction can be done using many different techniques, of which Gray level co-occurrence matrix (GLCM) is the widely used method. GLCM has the second order statistical data of neighboring pixels of an image. The details of the image content can be obtained from GLCM through textural properties. It also shares the information regarding the association of the neighboring pixels to each other. The difference in patterns of image pixel values in an image is given accurately by GLCM.  Patterns are certain kind of statistics that are used on each GLCM.
(i) Gray level occurrence matrix
	These matrices are one which gives information about the presence of a texture in an image. The information about their presence that is uniform or irregular presence of the texture is well explained in this matrix. These matrices are invariant to rotation.
(ii) Haralick Statistics
	 The design of Haralick texture classification is that this statistics gives information regarding the general design of the pattern of neighboring pixels in a given image.
 (iii) Gabour Features
	The Gabor wavelets are built using the Gabor filter method. In this method, a band pass filter is applied to the input at different orientations and scales, similar to the mechanism used by the human visual system.
The basic steps involved in this process are,
1. Quantization
2. Creation of GLCM
3. Calculation of feature


Quantization
	In an image, each sample it is treated as a single image pixel and the value of the sample is the intensity of that pixel. These intensities are then further quantized by a process called Quantization.
Creation of GLCM
	Process is the creation of the GLCM which is a square matrix of order MxM in size where M represents the Number of levels specified under Quantization. The step by step procedure of the matrix creation is as follows.
	First the selected Feature is calculated. This calculation uses only the values in the GLCM.
· Energy
· Entropy
· Contrast
· Homogeneity
· Correlation
· Shade
· Prominence
	The sample‘s’ in the resulting virtual variable is replaced by the value of this calculated feature.
	A gray level co-occurrence matrix (GLCM) encompasses details regarding positions of pixels that possess similar gray levels by considering matching pixel pairs followed by selection and counting.  This is done by taking the first pair of pixel ‘i’ and its matching pair ‘j’ which is dislocated from the foremost pixel ‘i’ by a distance ‘d’ which is entered in the ith row and jth column of the matrix Pd [i,j].  This matrix Pd [i,j] is need not be symmetric, as the count of pairs of pixels having gray levels [i,j] is not equivalent to the number of pixel pairs having gray levels [j,i].
	A gray level co-occurrence matrix (GLCM) holds details concerning the positions of pixels having similar level of gray level values while a two dimensional co-occurrence matrix P, in which both the rows and the columns represent a set of possible image values. A    GLCM Pd [i,j] is defined by first specifying a displacement vector d=(dx, dy) and counting all pairs of pixels separated by ‘d’ having gray levels ‘i’ and ‘j’. The GLCM is defined by where n,i,j is the number of occurrences of the pixel values (i, j) lying at distance ‘d’ in the image. The co-occurrence matrix Pd has dimension n× n, where ‘n’ is the number of gray levels in the image. From the co-occurrence matrix obtained the 12 different statistical features are proposed to be developed.

3. RELATED WORK
David Pintor Maestreet al. [1] developed an authentication method using two factor authentication and QR code to improve the data security. Dong-Sik oh et al. [2] projected three set of QR codes for converting the single information into three versions of QR code and stored in distributed server system. Peter Kieseberg, Manuel Leithner, Martin Mulazzani, Lindsay Munroe, Sebastian [3] described about QR security. Suraj Kumar Sahu et al. [4] described an encryption procedure by embedding the QR code for stegnograpy. 

An image of the iris was considered as an input to the GLCM and super-resolute algorithms by AnandDeshpande, Prashant, PatavardhanRao [5].	Benazir.K.KVijayakumar [6] used GLCM band fingerprint feature extraction. Dubey, S. R., S. K. Singh, and R. K. Singh [7], Content-based image retrieval (CBIR) is demands accuracy with efficient retrieval approaches to index and retrieve the most similar images from the huge image databases. Fei Wang, Jingdong Wang, Changshui Zhang, James Kwok [8]   proposed special feature analysis. Lifang Wu XingshengLiu, Songlong Yuan, Peng [9] proposed a biometric cryptosystem based on face biometrics. ManishaLumb Research Scholar, D.A.V.I.E.T, Jalandhar Poonam [10] concluded that HSV and dithered images can be extracted first than RGB and YIQ. Mary.EShyla and Punithavalli [11] have used feature  identification model in their work and have developed a technique named Color Component Feature Identification using the Bayes Classifier. Mohammed Tajuddin [12] proposed an innovative human biometric from retinal blood vessels as a key which is not stored in the database. This resulted in increased network security. P. Mohanaiah , P. Sathyanarayana , L. GuruKumar [13]  used GLCM to extract texture features such as angular second moment, correlation, inverse difference moment and entropy. Nitish Zulpe1 and Vrushsen  [14] took Magnetic Resonance Imaging (MRI) as an input to the GLCM. Preprocessing of the MRI image of brain tumor is done using GLCM with Levenberg Marquart (LM) Nonlinear optimization algorithm. Santhi, Ravichandran, Arun and Chakkarapani [15] used the Gray Level Co-occurrence matrix of an image to extract the Gray Level Co-occurrence properties of the image Selvarani and Malarvizhi [16] used fingerprint and Iris to find a key.

Tawfiq Barhoom Zakaria, Abusilmiyeh [17] proposes a method for encrypting the sender’s messages using new algorithm with a secret key which is generated from using color image and the difference in the LSB of the image pixels. Abdul Rehman Khan, Nitin Rakesh and Rakesh MatamShailesh Tiwari [18] describe the elements that are vital for feature extraction process from a Grey Level Co-occurrence Matrix. Every pattern recognition model consists of a primary phase where Sabanozturk, Bayramakdemir [19] determined the most successful feature extraction classification algorithm for histopathological images. Than ThanHtay and Su SuMaung  [20] describe through his studies feature extraction is focused on the first order statistical and Gray Level Co-occurrence Matrix (GLCM) based textural features extraction techniques. 

4. PROPOSED SYSTEM

Here, QR is used as input to the GLCM. This work is simulated with MatLab in cloud simulator. The main theme of this work is to increase the security by encrypting the information along with the key generated by QR. GLCM QR feature extraction methods are analyzed   based on the features with existing   research work by different images as input. 
GLCM algorithm had considered homogeneity, entropy, correlation and IDM as the major factors to extract features. This is done by giving various images such as cartoon images, MRI images and Iris images as input and features are extracted.  
Homogeneity
A homogeneous image will result in a co-occurrence matrix with a combination of high and low P[i,j]s. where the range  between i and j  of gray levels .if the value of P[i,j]  is small then the small Ps will  be clustered around the main diagonal. A heterogeneous image will result in an even spread of P[i,j]s.

Entropy
	





Entropy is a measure of information content. It measures the randomness of intensity distribution. Such a matrix corresponds to an image in which there are no preferred gray level pairs for the distance vector d. Entropy is highest when all entries in P [i,j] are of similar magnitude, and small when the entries in P[i,j] are unequal.
Correlation

Correlation is a measure of image linearity.
	






Correlation will be high if an image contains a considerable amount of linear structure.

Local Homogeneity, Inverse Difference Moment (IDM)
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IDM is also influenced by the homogeneity of the image. Because of the weighting factor IDM will get small contributions from in homogeneous areas. The result is a low IDM value for inhomogeneous images, and relatively higher value for homogeneous images.

Table 1. Feature Extraction by GLCM


	Features
	GLCM

	Image type
	Iris image
	MRI image
	Cartoon image
	QR image

	Co-relation
	0.899
	0.62423
	-161.766
	0.123

	Entropy
	2.411
	0.55052
	436.382
	0.341

	IDM
	0.014
	0.03225
	271.589
	0.087

	ASM
	0.870
	2.09822
	17059.140
	1.345

	References
	[3]
	[29]
	[28]
	Proposed




In Table 1, the method-1[28] is for  cartoon image  which is given as input and the features like ASM, entropy, co-relation, IDM are retrieved values  respectively 17059.140, 436.382, -161.766, and 271.589. For the method-2[29] MRI image which is given as input and the same feature’s values are 2.09822, 0.55052, 0.62423 and 0.03225 respectively. Except for co-relation, all the other values of the MRI image are smaller than cartoon image. In case of an Iris image method-3[3], the corresponding feature’s values are 0.870, 2.411, 0.899 and 0.014.


Chart 1. Co-relation

In chart 1.  Discuessed  about  co-relation  features of  different  images such as  irish, MRI, cartoon and  QR image. Cartoon image acquire lower  value than others Correlation will be low if an image contains a less  amount of linear structure. Other three images have  most probably equivalent values so they contain  large amount of  linear structure.

Chart 2. Entropy
In chart 2.  Discuessed  about  entropy  features of  different  images such as  irish, MRI, cartoon and  QR image. Here QR image acquire higher  value than others .Entropy is highest when all entries in P[i,j] are of similar magnitude, and small when the entries in P[i,j] are unequal.



Chart 3. IDM
In chart 3.  Discussed  about  IDM  features of  different  images such as  irish, MRI, cartoon and  QR image. Here cartoon image acquire higher  value than others . The result is a low IDM value for inhomogeneous images, and relatively higher value for homogeneous images.


Chart 4. ASM
In Chart 4.  discussion  about  ASM  features of  different  images such as  irish, MRI, cartoon and  QR image is made. Here cartoon image acquires higher value than others. Table 2.  shows the analysis based on feature extraction time and Chart 5 displays analysis based on data size.

Table 2.  Analysis based on feature extraction time

	[bookmark: _GoBack]Size  (Bytes)
	GLCM (ms)
	Size  (word)
	GLCM (ms)
	Size  (Sentence)
	GLCM (ms)
	Size  (paragraph)
	GLCM (ms)
	Size  (file kb)
	GLCM (ms)

	2
	1.662
	1
	1.889
	1
	2.673
	1
	4.678
	1
	6.896

	4
	1.673
	2
	1.982
	2
	3.876
	2
	6.789
	2
	7.123

	10
	1.872
	3
	2.016
	3
	4.678
	3
	8.456
	3
	7.849

	16
	1.969
	4
	2.225
	4
	4.082
	4
	9.443
	4
	8.123






Chart 5: Analysis based data size

5. FUTURE ENHANCEMENT & CONCLUSION

Further enhancement of this work is spectral clustering algorithm will be taken for feature extraction and choose the best for to generate more compact features. Thereby, unique data can be generated as the cryptographic key. This process make comparative analysis on GLCM   Algorithm features of QR image with existing   different image features produced by GLCM. The cartoon image   features totally differ from other images. The QR image feature most probably related to iris image. This is used to choose the best algorithm.
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Co-relation	Iris image	MRI image	Cartoon image	QR image	0.89900000000000035	0.62422999999999995	-161.76599999999999	0.12300000000000012	



Entropy	Iris image	MRI image	Cartoon image	QR image	2.4109999999999987	0.55052000000000001	436.38200000000001	0.34100000000000008	



IDM	Iris image	MRI image	Cartoon image	QR image	1.4E-2	3.2250000000000015E-2	271.589	8.7000000000000022E-2	



ASM	Iris image	MRI image	Cartoon image	QR image	0.87000000000000133	2.09822	17059.14	1.345	


Size  (Bytes)	GLCM (ms)	Size  (word)	GLCM (ms)	Size  (Sentence)	GLCM (ms)	Size  (paragraph)	GLCM (ms)	Size  (file -kb)	GLCM (ms)	2	1.661999999999997	1	1.889	1	2.673	1	4.6779999999999955	1	6.8959999999999955	Size  (Bytes)	GLCM (ms)	Size  (word)	GLCM (ms)	Size  (Sentence)	GLCM (ms)	Size  (paragraph)	GLCM (ms)	Size  (file -kb)	GLCM (ms)	4	1.673	2	1.9820000000000029	2	3.8759999999999977	2	6.7889999999999997	2	7.1229999999999869	Size  (Bytes)	GLCM (ms)	Size  (word)	GLCM (ms)	Size  (Sentence)	GLCM (ms)	Size  (paragraph)	GLCM (ms)	Size  (file -kb)	GLCM (ms)	10	1.8720000000000001	3	2.0159999999999987	3	4.6779999999999955	3	8.4560000000000048	3	7.8490000000000002	Size  (Bytes)	GLCM (ms)	Size  (word)	GLCM (ms)	Size  (Sentence)	GLCM (ms)	Size  (paragraph)	GLCM (ms)	Size  (file -kb)	GLCM (ms)	16	1.9690000000000001	4	2.2250000000000001	4	4.0819999999999999	4	9.4430000000000014	4	8.1230000000000011	
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