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The modelling of data and prediction for the upcoming years or events are one of the main concerns of not only all 

countries but also companies, investors, manufacturers, and institutions. The scientists investigate on a relation 

among telecommunication, economic growth, and financial development using technical, economic, social events 

and data. Besides, the population changes affect balances in any aspect. Therefore, the prediction of the population 

for each country is prominent and essential for the other prediction. In this study, the dataset consists of the 

populations of the USA, France, Britain, Italy, Spain, and Turkey were used from 1960 until 2018. In our study, 

populations of countries are tried to be modelled, and the predictions are made for the upcoming years, using 

fractional calculus. The newly developed approach uses the data for the modelling by employing Least Squares 

method and fractional calculus. 
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1   INTRODUCTION 

In the last quarter of the century, the development of telecommunication technology and services in 

parallel with the information technologies has increased the information produced, transmitted and 

evaluated. It can be said that there is a relation among telecommunication, economic growth, and 

financial development [1-6]. The modeling of all technical, economic, social events and data has been 

the interest of scientists for many years [7-9] (Beaudry and Portier 2006; Simpson et al. 2005; Ho et 

al. 2018). 

Fractional calculus is an approach that studies fractional-order differential and integral operators – 

this idea first offered at the end of the seventeenth century. Fractional calculus (FC) as a question is 

firstly arisen in 1695 by French Mathematician Marquis de L’Hopital (1661-1704) to Wilhelm 

Leibniz (1646-1716) [10-11]. The main object of interest was what would be if the order of 

differentiation were a real number instead of an integer number. The FC idea has been developed 

then, by many mathematicians throughout the eighteenth and nineteenth centuries. Now, there exist 

several definitions of the fractional-order derivative, including Grünwald-Letnikov, Riemann-

Liouville, Weyl, Riesz, and the Caputo representation. In the last decades, using fractional operators 

provides more accurate models in many branches of science. The scope of the fractional calculus 

expands day by day and is used in many different applications like in biomedicine, biology, modeling 

world economies, plane wave diffraction problem and heat transfer process [12-21]. In this study, a 

new mathematical model is developed by using the fractional calculus methodology. Previously 

proposed models in our studies, such as the modelling of child growth, subscriber’s numbers of 

operators, Gross Domestic Product (GDP) per capita were modelled and compared with other 

modelling approaches.  In other words, the values of height, weight, and body mass index for the 

child growth is modelled and compared with Linear and Polynomial Models [22,23]. The number of 

subscribers of operators in Turkey are modelled and compared with Polynomial Model [24]. 



According to the results of those studies, our developed fractional models had better performance to 

the Linear and Polynomial Models [22-24]. Note that, the proposed fractional approach in the study 

is developed not only for modeling as it is done previously but also for prediction of next coming 

values. 

In this paper, the modelling, testing, and prediction are done for the populations of countries. In this 

regard, using fractional calculus, USA, France, England, Italy, Spain, and Turkey's populations are 

tried to be modelled, and the predictions are made for the coming years. 

The structure of the article is as follows. The formulation of the problem is expressed in Section 2. In 

the following section, namely, the solution of the problem, modelling and simulation, testing, and 

prediction parts are explained in detail. Then, in Section 4, the conclusion is drawn. 

2    FORMULATION OF THE PROBLEM 

In this section, the mathematical background is presented. First, it is better to assume an arbitrary 

function 𝑔(𝑥)  as the finite summation of previous values of the same function weighted with 

unknowns coefficients 𝛼𝑘 .  

𝑔(𝑥) ≅ ∑ 𝛼𝑘

𝑙

𝑘=1

𝑔(𝑥 − 𝑘) (2.1) 

In the study, 𝑥 and 𝑔(𝑥) would be time and the population, respectively.  After assuming (2.1), the 

function 𝑔(𝑥) can be expanded as the summation of polynomials with unknown constant coefficients, 

𝑎𝑛 as given in (2.2.a) 

𝑔(𝑥) = ∑ 𝑎𝑛

∞

𝑛=0

𝑥𝑛 (2.2.a) 

Then, 𝑔(𝑥 − 𝑘)becomes 

𝑔(𝑥 − 𝑘) = ∑ 𝑎𝑛
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(𝑥 − 𝑘)𝑛 

 

 

(2.2.b) 

 

The final form of 𝑔(𝑥) is given as (2.3). 

𝑔(𝑥) ≅ ∑ ∑ 𝛼𝑘𝑎𝑛

∞

𝑛=0

𝑙

𝑘=1

(𝑥 − 𝑘)𝑛 

(2.3) 

 

Here, after defining 𝛼𝑘𝑎𝑛 as 𝑎𝑘𝑛 and approximating (2.3), (2.4) is obtained.  



𝑔(𝑥) ≅ ∑ ∑ 𝑎𝑘𝑛

𝑀

𝑛=1

𝑙

𝑘=1

(𝑥 − 𝑘)𝑛 

 

(2.4) 

In the following expression given in (2.5), the definition of Caputo’s fractional derivative is presented 

[25]. Throughout the study, Caputo’s description of the fractional derivative is employed. 

𝔇𝑥
𝛾
𝑔(𝑥) =

𝑑𝑔(𝑥)

𝑑𝑥𝛾
=

1

Γ(1 − 𝛾)
∫

𝑔(1)(𝑘)𝑑𝑘

(𝑥 − 𝑘)𝛾

𝑥

0

  

(0 < 𝛾 < 1) 

(2.5) 

Here, the derivative is taken concerning 𝑥 in the order of 𝛾 and 𝑔(1) stands for the first derivative 

with respect to 𝑥 . After giving the expression of expanding an arbitrary function 𝑔(𝑥) with its 

previous values and Caputo’s fractional derivative, it is better to express Deep Assessment 

Methodology by using fractional calculus for modelling and prediction. Here, the fractional derivative 

of 𝑓(𝑥) in the order of 𝛾 is assumed to be equal to (2.6). 

𝑑𝛾𝑓(𝑥)

𝑑𝑥𝛾
≅ ∑ ∑ 𝑎𝑘𝑛 . 𝑛.

∞

𝑛=1

𝑙

𝑘=1

(𝑥 − 𝑘)𝑛−1 

 

(2.6) 

where, 𝑓(𝑥) is the population of the countries and 𝑥 stands for the time. 

The main purpose is to find 𝑎𝑘𝑛 given in (2.6). Therefore, first, the Laplace transform is taken for 

(2.6) in order to solve the differential equation, then, by using inverse Laplace transform techniques, 

the final formula for 𝑓(𝑥) is given in (2.7a) [25]. 

𝑓(𝑥) ≅ 𝑓(0) + ∑ ∑ 𝑎𝑘𝑛

∞

𝑛=1

𝑙

𝑘=1

𝑐𝑘𝑛 

where,      

𝑐𝑘𝑛 ≜
𝛤(𝑛 + 1)

𝛤(𝑛 + 𝛾)
(𝑥 − 𝑘)𝑛+𝛾−1 

 

(2.7a) 

 

For the numerical calculation, the infinite summation is converted into a finite summation, as given 

in (2.7b). 

𝑓(𝑥) ≅ 𝑓(0) + ∑ ∑ 𝑎𝑘𝑛

𝑀

𝑛=1

𝑙

𝑘=1

𝑐𝑘𝑛 

(2.7b) 

 

Here 𝑓(0) and 𝑎𝑘𝑛 are unknown coefficients to be determined. 



3   THE SOLUTION OF THE PROBLEM 

Modeling and Simulation 

In this part, the approach for the solution of the problem is given in detail. In order to predict the 

upcoming years, the problem is divided into four regions as given in Figure 1. Note that, up to end of 

Region 3 (𝑃𝑚 ), the modelling of discrete data is done, in region 4, the prediction is obtained. 

Therefore, the actual discrete data is known for Region 1, 2, and 3. There are parameters given in the 

Formulation of the Problem Section such as 𝑀, 𝑙, 𝛾 needed to be determined before the prediction. 

Here, in Region 1, called as the historical data, the data is known. Due to having a solution approach 

where a function is represented as the weighted summation of the same function with its previous 

values as given in (2.1), in Region 1, the actual data is employed. In Region 2, the modelling is done 

to find the coefficients 𝑎𝑘𝑛 in (2.7b). For the modeling, Least Squares Method is utilized, which is 

discussed later in this section. In order to find optimum 𝑀, 𝑙, 𝛾 values for the prediction, Region 3 is 

needed. In the region, there is an iterative approach where the actual discrete data is known. For 

example, in Region 3, we want to find 𝑓(𝑚1 + 1). By using the proposed method and Least Squares 

method, the required 𝑓(𝑚1 + 1) is found with a minimum error by optimizing 𝑀, 𝑙, 𝛾 values. Then, 

𝑓(𝑚1 + 1) is used for 𝑓(𝑚1 + 2) and up to 𝑓(𝑚). Then, with optimized 𝑀, 𝑙, 𝛾, 𝑓(𝑚𝑥) is predicted 

in Region 4. 

In order to be more precise, it is better to give details not only for general expressions but also for our 

specific problem. Let us assume that each of the countries that we will make population modeling has 

data for each year. In our model, we will have four main regions, as shown in Figure 1. In the figure, 

𝑃𝑖 corresponds to the discrete known data that we build modelling for it. The first region contains 

historical data. Each of the coefficients (𝑥 − 𝑘)𝑛+𝛾−1 given in (2.7a) will include the contribution 

coming from previous values multiplied by coefficients of different weights. That is why we use the 

concept of deep assessment. The second region is the modeling region in which the population would 

be modelled, and the unknown coefficients is determined as mentioned above. The third region 

contains data used to test for upcoming predictions. Finally, the fourth region is the region where we 

will find the values that we cannot predict yet. 

 

Figure 1: The regions of the dataset. 

The 𝑓(𝑖)  can be expressed as (3.1). By doing so, from the discrete data, continuous curve is obtained. 

In order to find the unknowns 𝑎𝑘𝑛 and 𝑓(0), the Least Squares Method is utilized. 



𝑓(𝑖) = 𝑓(0) + ∑ ∑ 𝑎𝑘𝑛

𝑀

𝑛=1

𝑙

𝑘=1

𝑐𝑘𝑛 

 

(3.1) 

In (3.2), the squares of total error 𝜖𝑇
2 is defined. The main purpose of the modelling region is to 

minimize 𝜖𝑇
2. 

In order to minimize the square of the total error, the followings are required. 

𝜕𝜖𝑇
2

𝜕𝑓(0)
= 0 

and 

𝜕𝜖𝑇
2

𝜕𝑎𝑟𝑡
= 0 

where, 𝑟 = 1, 2, 3,… 𝑙 and 𝑡 = 1, 2, 3,…𝑀 

Then, a system of linear algebraic equations (SLAE) is obtained as (3.3). 

[𝐴]. [𝐵] = [𝐶] (3.3) 

where, [A], [B], and [C] is showed in (3.4), (3.5), and (3.6), respectively. 

In order to find the curve with minimum error, optimum 𝛾 is searched between (0,1). Then, with 

optimum 𝛾, the unknown coefficients are determined. 

In our study, the populations of the USA, France, Britain, Italy, Spain, and Turkey were used from 

1960 until 2018 [26]. Among these, 2013-2018 years were evaluated for the test of our prediction. 

Here,   

𝑡 (years): [1960, 1961, ..., 2018] 

𝑖 (points): [1, 2, ..., 59] 

𝑃𝑖 (value of 𝑖): [𝑃1, 𝑃2, … , 𝑃59] 

𝑃𝑖: It shows the population of each country in each 𝑖𝑡ℎ year. For example, 𝑃1 is the population of the 

country in 1960. 

𝑖: It is the corresponding number for each year. For example, 𝑖 = 1 for 1960, 𝑖 = 2 for 1961 and 𝑖 =

59 for 2018. 

𝜖𝑇
2 = ∑(𝑃𝑖 − 𝑓(𝑖))

2

𝑚1

𝑖=𝑙

 (3.2) 



In order to obtain the optimum modelling, 𝑙 value is investigated. Then, the value of 𝑙 is found 6, 15, 

6, 16, 16, and 10 for the USA, France, Britain, Italy, Spain, and Turkey, respectively. In other words, 

for the modeling of the populations of each country, the required previous data of past years used in 

the algorithm differs. When the test region is considered, the optimal 𝑀 values are found to be 2, 2, 

2, 5, 3, and 4, respectively. 

The data related to the modeling were determined with high accuracy, as shown clearly in Table 1. 

These errors of countries are 0.26%, 0.18%, 0.19%, 0.12%, 0.52%, and 0.15% for USA, France, 

Britain, Italy, Spain, and Turkey, respectively.  

Testing 

The predictions obtained in the test region (3rd region) (𝑚1 < 𝑖 < 𝑚) are also given in Table 1. The 

data up to 𝑚1 = 54 have been taken into consideration in our operations. The  𝑓(𝑚1 + 1) value was 

found from the obtained modeling. Then, the value is kept and the next step was done again for 

(𝑓(𝑚1 + 2)).These operations are continued until the final value of the test zone 𝑚 = 59. 

Projections for this region, the error of the USA, France, Britain, Italy, Spain, and Turkey values were 

found as 0.26%, 0.18%, 0.19%, 0.12%, 0.52%, and 0.15%, respectively. 

Prediction 

The predictions obtained for Region 4 in Figure 1 are given in Table 2. After having a testing region, 

the unknown coefficients in (3.1) are found with minimum error. Then, the prediction region is 

started. In the region, the first prediction 𝑓(𝑚 + 1) is found by using the coefficients calculated by 

the testing region. Then, the first predicted value (𝑓(𝑚 + 1)) is also included in the test region for 

the upcoming prediction 𝑓(𝑚 + 2). This procedure is repeated up to 𝑓(𝑚𝑥). For example, as of the 

end of 2020 (𝑓(𝑚 + 2)), the US, France, Britain, Italy, Spain, and Turkey's populations are expected 

to be 331601950, 67464467, 67928961, 59442390, 44109433, and 85661569, respectively. 

In Figure 2, there is given the flowchart of the deep assessment algorithm. First, the data 

(𝑙, 𝑀, 𝑥1, 𝑥2, … 𝑥𝑚  and𝑃1, 𝑃2, … 𝑃𝑚 ) is initialized. After that, the variable 𝑁  is introduced, which 

counts the number of prediction steps. The total number of predicted steps is 𝑛0. After that, the 

fractional-order 𝜈 is assigned 0, and the increment step is 0.01.  For each value of 𝜈 between 0 and 1, 

matrix A given as (3.4) is created according to the part, namely Formulation of the Problem given in 

the study, and the unknown coefficients are evaluated given in (2.7a). Then, the modelling of data 

between 𝑃𝑙 and 𝑃𝑚 is done. After that, the least squares error is calculated. The value of the error is 

compared to previously obtained values. If it is less than the previous one, we memorized the 

corresponding fractional-order value. At the end of Loop II, we determine the optimal value of the 

fractional-order, which corresponds to the best modelling and we memorize corresponding 

coefficients given in (2.7a). After that, the prediction of the next upcoming value of the initial data 

with (2.7a) is made. Then, we repeat all the procedures starting from the increment of 𝑁 so that the 

predicted value is added to initial data for the next step prediction. This process continues up to the 

termination of Loop I. As a result, 𝑛0 values are predicted. 
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[𝐵] = [𝑓(0) 𝑎11 𝑎12 … 𝑎1𝑀 𝑎21 𝑎22 … 𝑎2𝑀 𝑎31 … 𝑎3𝑀 𝑎𝑙1 … 𝑎𝑙𝑀]𝑇                                        (3.5) 
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Figure 2: The algorithm for the prediction. 

Table 1 Modelling and test results of countries. 

Country USA France Britain Italy Spain Turkey 

𝜸 test region 0.56 0.58 0.99 0.22 0.86 0.25 

𝜸 interpolation 0.66 0.71 0.96 0.46 0.27 0.98 

Deep Assessment 

(𝒍 < 𝒊 < 𝒎) 

0.26% 0.18% 0.19% 0.12% 0.52% 0.15% 

Test Prediction 

(𝒎𝟏 < 𝒊 < 𝒎) 

0.59% 0.45% 0.24% 2.1% 6.66% 1.41% 

Table 2 Population Prediction of Countries [2019-23]. 

   Country 

 

Years 

USA France Britain Italy Spain Turkey 

2019 329611042 67354537 67314116 60045141 45135583 84033932 

2020 331601950 67464467 67928961 59442390 44109433 85661569 

2021 333524876 67535658 68562216 58582961 42826902 87386115 

2022 335378595 67566017 69213927 57424815 41266460 89215397 

2023 337161950 67553519 69884140 55922601 39406271 91157524 

4    CONCLUSION 

Our study showed that the mathematical model of the populations of the countries USA, France, 

Britain, Italy, Spain, and Turkey had been formed with our deep assessment method using fractional 

calculus. The approach is also used for the prediction. Considering to express the population as the 

summation of the previous finite values of the population with weighted unknown coefficients, 

employing with fractional differential equation and modeling with the Least Squares Method provide 



to the prediction of the upcoming values of the population with given method and algorithm.  It is 

considered that better results can be obtained if it is modeled by joining other factors that may affect 

the modelling. In this paper, the modelling, testing, and prediction are done for the populations. It is 

an initial and unprecedented approach combining the fractional calculus, modeling and prediction. 

Therefore, the proposed method in the paper is called as the deep assessment method. 
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