Finite time collapse in chemotaxis systems
with logistic-type superlinear source

M.Marras ! and S. Vernier Piro 2

Abstract.
We consider the following quasilinear Keller-Segel system

up = Au— V(uVo) +g(u), (z,t) € Qx [0, Thaz),
0=Av—v+u, (z,t) € Q x [0, Thnaz),

on a ball Q = Bg(0) C R", n > 3, R > 0, under homogeneous Neumann
boundary conditions and non negative initial data. The source term g(u) is
superlinear and of logistic type i.e. g(u) = Au — pu®, k> 1, p >0, A €R
and T,,q, is the blow-up time.

The solution (u,v) may or may not blow up in finite time. Under suitable
conditions on data, we prove that the function w, which blows up in L>(2)-
norm [22], blows up also in LP(€2)-norm for some p > 1. Moreover a lower
bound of the lifespan (or blow-up time when it is finite) 7,4, is derived.

In addition, if Q C R3 a lower bound of T}, is explicitly computable.

AMS (MOS) subject classification: 35B44, 92C17
Keywords: chemotaxis; logistic source; finite time blow-up

1 Introduction

In many biological phenomena the chemotaxis, the biased movement of cells
(or organisms) in response to chemical gradients, plays an important role in
coordinating cell migration (see [7], [1], [4]). The movement is referred to as
chemoattractant if the cells move toward the increasing signal concentration
(x > 0), while it is called chemorepulsion whenever the cells move away from
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the increasing signal concentration (y < 0) with y in (1.2).

In 1970 Keller and Segel [7] derived a celebrated model to describe this
event. The model has been extensively studied since 1970s, and a number
of variations have been proposed and examined, and the properties of their
solutions investigated, as the existence of global bounded solutions and the
question whether the chemotaxis model allows for a chemotactic collapse,
that is, if the system possesses solutions that blow up in finite or infinite
time ([1], [5], [21]).

The topic of blow up solutions has been addressed by several authors also for
more general operators and from different points of view (see for instance [9]
for some results concerning the elliptic case, [10], [11] and [12] for parabolic
systems under various boundary conditions).

Our aim is to study the parabolic-elliptic problem:

u = Au — V(uVv) + g(u), (2,1) € Q@ x [0, Trnaz),
= Av vt (010) € 2 % [0, Tou),
(1.1) ou  Ov
% = % =0, (l’,t) € 0f) x [O,Tmar>7
L u(z,0) = uo(z), z € Q,

with Q@ = Bg(0) CR", n >3, R >0, g(u) = Au — pu”, k> 1, p > 0 and
A € R and the nonnegative initial datum uy € C°(Q).

System (1.1) is a particular case of the following initial-boundary value prob-
lem

(uy = Au—xV(uVo) +g(u), z€Qt>0,

TUr = Av — v + u, r e t>0,
(1.2) ou Ov
5:%:07 x e, t >0,

[ u(z,0) = up(z), v(z,0) =vy(z), x €,

with 2 C R", n > 1 a bounded domain with smooth boundary, 7 > 0, y € R
and g(u) a source term.

We recall that



» If 7 =1, x >0 and g(u) = 0, (1.2) is the classical Keller-Segel system
introduced by Keller and Segel [7].

» If 7 =0, x >0 and g(u) = 0, we have a simpler model which reflects that
the signal substance diffuses much faster than cells move (Parabolic-Elliptic
Keller-Segel system) and the question of blow-up and global existence of
solution was studied for instance in [13], [17] and [6].

» [f7 =0 x=1and g(u) =0 and if @ = Bg(0) C R*, or @ = R", n >
3, R > 0in [18] Ph. Souplet and M. Winkler consider radially symmetric
solutions of the following parabolic-elliptic Keller-Segel-Patlak system

ut:Au—V(qu) r€eQt>0,
(1.3)

O=Av+u—M, z€Qt>0
with Neumann boundary conditions, u(z,0) = ug(x) in Q and

. |ﬁl|f9uo(31:)d3: if Q = Bp,
' 0 if Q=R

The authors study the blow-up asymptotics of radially decreasing solutions
of (1.3) and show that the final profile satisfies C|z|™? < u(z,T) < Cy|z| ™2
with convergence in L'(Q) as t — T, the time existence of the solution.

» If7=0, x =1, and g(u) = \u — pu®, if k = 2,V either n <2, p >0 or
n>3 pu< "T_Q, then no blow-up occurs; if & > 2, VA the same conclusion
holds [19]. If £ > 1, p > 0 and X\ € R, that is g is a source term of logistic
superlinear degradation type, in [22] recently M. Winkler proves that, in low-
dimensional spatial settings (compared with higher dimensional case in [22])
under a dimensional dependent range of k, when Q = Bg(0) C R", n > 3,
the solution of (1.2) blows up in finite time in L*°(€2)-norm.

» If 7 =1, x >0 and g(u) = 0, for the following more general system
(1.4) up =V - [(u+a)™ 1 Vu — xu(u+ a)™2Ve],  inQx(0,7T).
. v =Av—v+u, in Q x (0,7)

under Neumann boundary conditions and initial conditions, where € is a gen-
eral bounded domain in R with smooth boundary, & > 0, x > 0, m;, ms € R
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and 7" > 0, in [15] T. Nishino and T. Yokota derived a lower bound of blow-
up time.

» If7=0,x>0,¢9(u)=0and M := ﬁfﬂ up(z) dz, in [8], M. Marras, T.
Nishino and G. Viglialoro investigate the blow-up solutions of the following

(u; = V- [(u+ )™ 'Vu — xu(u + a)" 2V,
0=Av— M + u,

(1.5) duy =1, =0,
u(z,0) = ug(x),

/ v(x,t)dx =0,
\Jo

with (z,t) € Q x (0, Thaz), € a smooth and bounded domain of R, with
n > 1, T4 the blow-up time, a > 0 and my, my real numbers. Under
some links between the above parameters mi, ms and the extra condition
Jqv(z, t)dz = 0, they prove that if py > % (ms —m4) any blowing up classical
solution in L*(€2)-norm blows up also in LP°(€2)-norm and a lower bound
of the blow—up time T,,,, is derived.

» If 7=0and x > 0 and g(u) < au — pu® a source term of logistic type
(@ > 0, > 0), another interesting model was archivied by X. Cao and S.
Zheng in [2]; there the following quasilinear parabolic-elliptic Keller-Segel
system is considered

u = V(¢p(u)Vu) — xV(uVu) + g(u), z€Qt>0,

(1.6) 0O=Av—v+u, x€Q, t>0

with Neumann boundary conditions and u(z,0) = ug(x) in Q@ C R*, n >
1, a bounded convex domain with smooth boundary, ¢(s) > 0 for s > 0,
¢(s) > ksP, k > 0, p € R. There are three nonlinear mechanisms included in
this model: the nonlinear diffusion V(¢(U)Vu), the aggregation YV (qu)
and the logistic absorption g(u); they observe that the nonlinear diffusion
with the logistic absorption dominate the aggregation, so that the unique
classical solution is global in time and bounded, regardless of the initial data,
if p>x(1-— ﬁ), which enlarge the parameter range p > X"T_Q present
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when in the system g(u) = 0.

For other results see the references in the papers cited above.

Our purpose is to find a lower bound 71" of the blow up time T,,4,, so that
there exists a safe interval of existence of the solution (u,v) to system (1.1),
0, 7] with T' < T},4.. First we prove that u(z,t), which blows up in L>°(£2)-
norm (see [22]), blows up also in LP(€2)-norm, p > %, by improving a result
of Freitag ([3]).

In [22], M. Winkler proves that, assuming some restrictions on k and ug, the
solution of (1.1) blows up in finite time, in L>(Q2)-norm, with Q = Bg(0) C
R n>3 R>0.

This result is contained in the following Theorem.

Theorem 1.1 ([22]). Let Q@ = Br(0) C R™ with n > 3 and R > 0, and let
AER, p>0and k > 1 be such that

{ ¢ ifne{3,4},
k<

1 .

(1.7)
Then for all L > 0, m > 0 andmg € (0,m) one can findrg = ro(R, A, p, k, L,m,mq) €
(0, R) with the property that whenever uy € C°(Q) such that

(1.8) uo(x) < Llz|™""= Y for all z € Q

as well as

(1.9) /uo(x)dx <m but / Uy > My,
Q B

0

there exists Thar € (0,00) and a classical solution (u,v) of (1.1) with

(1.10) { u € CUQ X [0, Tonar)) N CHHQ X (0, Tonaz))  and

v e C?°(Q x (0, Tnax)),
which blows up at t = T,,,, in the sense that

(1.11) lim sup [|u(-, )| Lo (@) = oc.
t/‘Tmaac

Now we can state our first main result which provides that the classical
solution of (1.1), blows up in LP-norm at finite time.
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Theorem 1.2. Let Q = Br(0) C R", n >3 and R > 0. Then, the classical
solution (u,v) to system (1.1) fort € (0, Tiax), provided by Theorem 1.1, is
such that for all p > %

(1.12) limsup [[u(-,¢)| ;g = o0

t max

Define Vp > 1 the energy function
1 ) 1
(1.13) U(t) = 5\\UHLP(Q) with Wy = W(0) = 5HU0HLP(Q>-

Theorem 1.3. Let Q2 = Bg(0) C R", n > 3 and R > 0. Then, for all

p > 5 and positive constants By, By, By depending on X, p,n such that the

blow up time Tpap of the classical solution (u,v) to system (1.1), provided by
Theorem 1.2, satisfies the following estimate

1.14 Trnax > :
(1.14) [po Bin + Ban™ + Ban

with Y= 7%1’ Yo = Q(g;i)rjn

In the next Theorem, assuming 0 C R3, a safe interval of existence of the
solution [0,7T], T" < Tyna. is obtained since we can derive an explicit lower
bound for T},,4.-

To this end, we introduce the function

(1.15) D(t) = [lull72) with @ = D(0) := [Jug|| 20

We observe that, under the hypotheses of Theorem 1.1, if the solution (u,v)
of (1.1) blows up in L>*(Q)-norm, from Theorem 1.2 (with p = 2), it blows
up also in L*(Q)-norm at t = T4,

We remark that the choice of the domain € C R3 is due to the use of a
Sobolev type inequality valid only in R3.

Theorem 1.4. Let Q2 = Br(0) C R3, R > 0 and (u,v) be a classical solution
of (1.1) for t € (0,Tmax), provided by Theorem 1.1. Then ®, defined in
(1.15), satisfies a first order differential inequality:

(1.16) P'(t) < AD?(1),

with A a positive constant dependent on ||ug||r2), k, A, p, |Q].
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From Theorem 1.4, as a consequence, we have

Corollary 1.1. Under the assumptions of Theorem (1.4), let (u,v) be a
solution of (1.1) and ®(t) and Dy defined in (1.15). Then there exists a safe
interval of existence of (u,v) say [0,T] with

1<T

1.1 T= max -+
(117) AT =

We remark that ﬁ is explicitly computable.

This paper is organized as follows.

In Section 2 we collect some results to be used in the proofs of the main
theorems. In Section 3, we prove that u(x,t), which blows up in L>(Q)-
norm, blows up also in LP(£2)- norm with p > % (Theorem 1.2). Moreover, by
using a Gagliardo-Niremberg inequality, we prove Theorem 1.3. The Section
4 is dedicated to the case 2 C R?® and contains the proofs of Theorem 1.4
and a corollary where a safe interval of existence of (u,v) say [0, 7] is derived
with 7" an explicit lower bound of the blow up 7},4..

2 Preliminaries

In this section we state some known results to be used in the proofs of the
main theorems.

Throughout the paper we will assume the conditions contained in the Theoreml.1.
We need the following Gagliardo-Niremberg inequality.

Lemma 2.1. Let Q be a bounded and smooth domain of R™, n > 1. Let
r>1,0<qg<p<oo,s>0, then there exists a constant cqn > 0 such that

(2.1 el 2oy < con (Il Il + Il
11
for allw € LYQ) with Vw € L"(?), and a := t2>1 € [0,1).
Proof. See [14] pag. 125. O

Lemma 2.2. Let n € N, n > 3. Assume

n

(2.2) Po > 5



then for all p > po it holds that

p p

(23) 0< 91 < 1, 61 = 2[?;0_?(])-1-11)

2po 2 n

1
(24) 0<ﬁ1<1, 51:p+ 91,
n
2.5 0<b, <1, 6= ,
(2:5) ? 2T 2(p+ 1)
1
(26) O<ﬁ2<1, 52:]94‘ 0222

Proof. From p > py > 5 we have p > 1—% and }% > 1—% and (2.3) follows.

The result (2.4) follows from hypothesis (2.2), infact we have 5~ < 1 from

2po n
which we obtain %01 -3 < o — ++ % and (2.4) follows. Easily we obtain
also (2.5) and (2.6). O

Lemma 2.3. Let Q@ C R", n > 1 be a bounded and smooth domain, u €
C°(Q) a positive function, and p,k, two positive real number such that p +
k—1>p>0. Then we have

(2.7) /up+k_1dx2 |Q|lpk</updx>
Q Q

Proof. The inequality follows from the Holder’s inequality. O

pt+k—1

Lemma 2.4. Let Q C R™, n > 3 be a bounded and smooth domain, and
ANER, u>0, k>1. Then for the solution (u,v) of (1.1) we have

(2.8) /udx <m, foralltée (0,Thu),
Q
with
(2.9) m:max{/uodx, (é |Q|k_1)ﬁ}
Q H
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Proof. From the first equation in (1.1) we obtain

k
(2.10) i/udx:)\/udx—,u/ukdxg)\/udx—,u|Q|1_k</udx)
dt Jq Q Q Q Q

where, in the last term we used the inverse of Hdélder’s inequality: fQ u <
1
0% (fou)
From (2.10) we infer that y = [, udx satisfies
y(t) < My(t) — ayt(t), = plQ", for all t € ([0, Tas)
(2.11)
y(0) = o
Upon an ODE comparison argument this entails that
y(t) <m, forallt € (0, Thae)-
This clearly proves the lemma. O]

Lemma 2.5. Let Q be a bounded domain in R® assumed to be star-shaped
and convez in two orthogonal directions. For any nonnegative w € C1(Q),
the following inequality holds

3 2 a% 3
/w?’d:c gﬂ[af(/dea:> +—23(/w2>
Q Q 4er \ Jo

3
3 2
+ a2€1/|Vw|2dx},
4 Ja

(2.12)

with € > 0 a suitable constant, and

3 .
ags=—-+1, pyg= n{}lnxim >0, d® = maxz;z;.
Q Q

ay = —,
2po Po

Proof. The proof easily follows from the inequality (see Lemma A2 in [16] )
(2.13)

/Qw3dx§ {Qipo/guﬁdx—i— (p%+1)</Qw2dx>%(/Q|Vw|2dx)é}g.

In fact, in (2.13), firstly we apply the following arithmetic inequality
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(2.14) (a+b)2 <V2(a? +b2), a,b>0,

to have
3 3 0 o N L rd  NEL N N
wdr < \/5{ <— w dx) + (— + 1) < w d:):) ( |Vwl dx) },
0 2p0 Ja Po Q Q
and then, from an application of Young’s inequality we get to (2.12). O]

3 Blow up in L? norm.

Throughout this section we are under the hypotheses of Theorem 1.1.

The goal of this section is to extend the result of Freitag (Theorem 2.2 in
[3]) to solution (u,v) of problem (1.1).
In order to prove Theorem 1.3, first we state the following Lemmas.

Lemma 3.1. Let Q C R", n > 3, a bounded and smooth domain and (u,v)
be a solution of (1.1). If for some py > % exists a constant C' such that

(3.1) lullro) < C,  for all t € (0, Tnaz),

then, for some C' >0 and p > py

(3.2) ul| oy < C,  for all t € (0, Thnaz),

Proof. Let ¥(t) be defined in (1.13) with p > py. Differentiating W(¢), we
have

'(t) :/up1utdx:/uplAuda:—/up1V- (qu)dx
Q Q Q

(3.3)
+ )\/ uPdx — ,u/ wPHR e = 0 + T+ J5 + Jy.
Q Q
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Now we estimate separately the four terms of (3.3)

Ji :/ V(up_1Vu>dx —(p—1) / uP 2| Vul*dr =
0 e

_M/|Vug|2daj
p? Q

(3.4)

(3.5) Jy = —/up_IVqudx—/upAvdx.
0 Q

We can estimate the first term in (3.5) as follow

/up_1VuVUd:B:/V(up_lqu>dx—/uV(up_1VU>dx
Q Q Q
= —(p—l)/uPIVqudx—/upAvda:
Q Q

from which we obtain

1
(3.6) /up1Vqudx:——/upAvdx.
Q P Ja

Replacing (3.6) into (3.5) we arrive at

Jy = —(1 — }9) / uP Avdr = —(1 — }9) / uPvdz
Q Q
+ <1 — %) /Qupﬂdx < (1 - %) /Qupﬂda:

In the last term of (3.7) we now use the Gagliardo-Niremberg inequality (2.1)

. Y
with w = uz, r =2, szz%l, qzz%,s:%. We have

(3.7)

p 2211 p22Hg; - p 2PTl(1_g) p 2241
Jrtde = 1t 75, < can (196827 " 175 4 1t 177 ).
Q L= r L P Lp

with 0; € (0,1) and ’%191 € (0,1) defined in Lemma 2.2, having also made
use of

(3.8) (a+b)* <2%a*+0%), forany a,b>0, a>0.
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Since Lemma 2.2 and (3.1) hold, we apply Young’s inequality in the previous
inequality arriving to

Bt (p+1)(1-01)
/up+1da: < cGN</ |Vug|2dm> ! 1</up°da:) Ty
0 0 Q

p+1 P
CGN</udx> < cGNelﬁl/ |Vuz|*dr +
(3.9) Q Q

81 (p+1)(1-67)
1-51 . C 18 —p+l __
cané (1= 5) T+ coymPt =

1 / \Vu? [*de + ¢,
Q

valid for any ¢ > 0, ¢; = ¢1(e1) = cgne11, 01 = Z%lﬁl € (0,1), ¢ =

b (p+1)(1-67)
co(er) = caney (1 — B1)C T 4 coymPtt with m and C defined re-

spectively in (2.9) and (3.1) .
Replacing (3.9) into (3.7) leads to

(3.10) Jy < cl<1 — %) /ﬂ Vub|2dr + 02(1 B 119>

In the third term of (3.3) we use, in order, Holder’s and Young’s inequalities

to obtain
P k—1
Js < A( / e R =
Q
k—1 — 2
(311) )\EQ}%\/(\Zuerkldx + )\m62 k71|Q| —

03/ uPE e + ¢y,
Q

__Db_
with €5 > 0, c3 = c3(€6) = )\621#, cq = c4€r) = )\2%62 Q.

(3.12) Jy = —,u/ Py
Q
We now substitute (3.4), (3.10)-(3.12) in (3.3)

-1) 4 P
\I//S—(p )(——c )/|Vu2|2dx—
(3.13) P o
(1 —c3) / WP de s
0
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with Cy — C2< — %) + cy4.

In (3.13) we choose €7, such that § — 1 > 0 and €y, such that g —c3 > 0.
Neglecting the negative term —%(% —¢1) Ji, [Vu|*dz and using (2.7) in
the second term of (3.13) we obtain

\D/ S —CG\IJ’Y + ¢5,

1-k ptk—1

with Ce = (u — 03)|Q|Tp » and v = w

p

Thanks to this result, we arrive at this initial problem

W(0) =1 foup,

so, an application of a comparison principle leads to

1

(3.14) U(t) < max {\I/(O), (%> 7} = C forall te (0, Thas)

Ce

Moreover, from this bound, elliptic regularity results applied to the second
equation of system (1.1), i.e. —Av+v = u, imply v € L®((0, Tr,az); W3P(Q))
and, hence, Vv € L®((0, Trnaz); WHP(Q)) and from Sobolev embedding theo-
rems we have v € L%((0, Tpuaz); C27/P(Q)) and Vv € L=((0, Thraz); L))
forall n < g < p* =: n”—j;.

]

Lemma 3.2. Let Q C R", n > 3, a bounded and smooth domain and (u,v)
be the classical solution to system (1.1). If for some § < p < n, there exists

C > 0 such that:

(3.15) lu(, )l oy <€ for all t € (0, Tynaa),
then
(3.16) ()l gy < € for all t € (0, Thnaa)-
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Proof. For any x € Q and t € (0,T,4z), We set tg = max{ts,t — 1} and we
consider the representation formula for u:

u(-,t) <el0%y (. to) — /t eHAY - (u(-, t)Vo)(-, t)ds

to

(317) + /t 6(t—s)A [)\u(,t) _ ,uuk(-,t)} ds
= ul(-,t) + 'UQ(',t) + Ug(',t),
and
(3.18) luls Ol < flua (D)l + lJua( Dl + llus(-, )] 2o,

Following the steps of Lemma 4.1 in [20], we obtain

(3.19) a8l < max {fluollzee, 2mCs 1= er,
Cs a positive constant and m defined in (2.9), and

(3.20) Jua (-, 1) || Lo < cs,

with cg a positive constant which plays the analogous role of the constant Cy
of Lemma 4.1 in [20].

Now we prove that there exists a constant c¢g > 0 such that ||us||z~ < ¢g. To
this end, we firstly observe that

h(u) = M — pu® < h(u,) := co,
with u, = (—A ) =
I

We have

t
|us ()] < / €92 Mu(-, ) — pu® (-, 8)] | oo @y ds
t
(3.21) 0
< / Hcge(t_s)AHLmds = co(t —tp) < ¢
to

From (3.19), (3.20), (3.21) we arrive at (3.16) with C' = ¢; + ¢5 + co.
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Proof of Theorem 1.2

Proof. From Theorem 1.1, the unique local classical solution of (1.1) blows
up at t = Tine, in the sense limsup, o7, |u(-,t)[|Le@) = oo ((1.11)). By
contradiction we prove that it blows up also in LP-norm. In fact, if exist
po > 5 and C' > 0 such that,

[ullzyg(@) < €
then, from Lemma 3.1 exists a constant C > 0 such that
|| e (o) < C for all t € (0, Thaz),

and

(3.22) {u € L((0, Tar): L7()  (for p> 1),

uVv € L®((0, Thaz); L7(2))  for all g3 > n+ 2.
From Lemma 3.2 there exists C' > 0 such that,

(-, )| i) < C forall ¢ € (0, Thpaz),

which is in contradiction to the hypothesis (1.11), so that, if u blows up in
Loo-norm and p > pg > 3 then u blows up also in L,-norm. O

Proof of Theorem 1.3
Proof. We start from (3.3) and we use (3.4), (3.7) to write

4p—1 P 1
U'(t) < —%/ |Vuz|*dr + (1—5>/up+1dx+)\/updx
Q Q

Q
—u/uerk_ldx.
Q

In the second term of (3.23) we apply the Gagliardo-Niremberg inequality
(2.1) with sz’%l,r: q= s=2,

(3.23)

[ I < conl a7
(3.24) o 2

» opt+l
+eanluz]| "
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where 65 is defined in (2.5), having also made use (3.8).
Using the expression of 6, we rewrite (3.24) and then applying Young’s
inequality, we have

n 2(p+1)—n
D 2 2
/up+1 SCGN</ |Vu5|2dx> p(/u”dw) Y
Q Q Q

ptl
(3.25) —I—CGN</updx> : Sal/ |Vu§|2d:£
Q Q
2(p+1)—n p+1

—l—ag(/updx) v —l—EGN(/updx)p,
Q Q

n
: _ _n = . . 2p—n T 2-n)p =
with a; = a1(e1) = 3pE1CaN, G2 = as(ey) = TR can, €1 > 0.

By replacing (3.25) and (2.7) into (3.23) we arrive at

v < — (P21 (22, /|vu’z’|2dg;+
<1 p ><pp 12(;;;)7111 1\ , pTTl
(3.26) (1 — 5>a2</9u dx) +p<+11— Z_?>CGN(/QU dx) +
A/updx—u]Qllgle(/updx) "o
Q 0

Choosing ¢; in (3.26) such that =LY (4 _g) > 0 we can neglect the
P

p
first term and the fifth (negative) term in (3.26). Using the definition of

U(t) = % Jq, uPdz we obtain the following first order differential inequality on

2(p+1)—n

(3.27) V() < BiU + BoU's + By o

. 1\= p+1 1 2(p+1)—n
with Bl - )\p7 B2 - (1 - Z;)CGNp L B3 - (1 - 5>a2p 2p—n

Integrating (3.27) from 0 to T},,, we obtain (1.14).

4 An explicit lower bound of 7},,, in ) C R3

In this section we consider the L?*-norm of u defined in (1.15) as ®(¢) =
[ull3, € [0, Tinaa) With ®g = @(0) := [|uo|3.
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Under the hypotheses of Theorem 1.1, we assume the spatial convex domain
Q CR3 Let [0,T]), T < Trnaz be the time interval of existence of the solu-
tion of (1.1): we have limsup, -5, . [[u(:,t)||L>~() = oo. From Theorem 1.2,
selecting p = 2 (which fits with the choice n = 3 in the condition p > %), nec-
essarily the classical solution (u,v) of (1.1) blows up in L*norm at t = T},,4,.
In this situation we prove that ®(¢) satisfies a differential inequality of the
first order stated in Theorem 1.4 and as a consequence we determine a lower
bound of the lifespan T,,,, by proving Corollary 1.1.

Proof of Theorem 1.4

Proof. By differentiating (1.15) and using the equation in (1.1), we have

' (¢) :2/ uudr = 2/ uAudr — 2/ uV - <uVU> dx
0 0 0

(4.1)
+2)\/u2dx—2,u/uk+1dx:11—1-12—1-13—1-14.
Q Q

We now estimate the terms in (4.1) in order to arrive to a first order differ-
ential inequality in terms of powers of ®.

(4.2) I :2/uAud1::2/V~<uVu)da:—2/ |Vul*dz = —2/ |Vul?dz.
0 0 0 Q

Using the divergence theorem and the second equation in (1.1) we can write

I, = —2/ uV - <qu>dx = — / V- <u2Av>da: — / u?Avdz
Q Q Q
= —/uQAvd:r;— —/u%dm—i—/ugdx.
Q Q Q

To bound the last term in (4.3) in term of ® and [, |Vu|*dz firstly we make
use of (2.12) (with w = u) in Lemma 2.5 and neglecting the negative term
— Jo v*vdx we obtain

(4.3)

3 3 a% 3 3a%el
(44) 1,< ﬂaf(/u%ix) +\/§—23</u2> +V22 /|Vu|2dx.
Q 4ei \ Jo 4 Jo

Using Holder inequality, we bound the last term in (4.1)

17



k+1

(4.5) I, = —2u/uk“daz‘ < —2u!Q]12k</u2d:c) ’
Q Q

We replace (4.2), (4.4) and (4.5) in (4.1) we arrive at

kt1 3
o' (1) §2)\/u2d:c—2u|9|12k</u2dx) : +\/§a§</u2dx)2
0 0 0
: 3 Sa%(—:
+\/§a—23</u2> + <\/§ 271 —2>/|Vu\2da:.
de7 \ Jq 4 Q

_3
Choosing € = %iaz >, we have

3

_ 3 2
(4.6) (1) <200 — 24| Q' T 1 V21 d? + ﬁ%qﬁ.
€1

Since 1 < k < 7/6, and p > %, u(x,t) blows up in L?-norm at finite time T4y
then ®(¢) can be non decreasing, so that ®(¢) > &g with ¢ € [0, T},42), OF
non increasing (possibly with some kind of oscillations), in which case there
exists a time ¢ € [0, T}pa) Where ®(t1) = ®. As a consequence, ®(t) > P,

Vt € [t1, Thnaz)- It implies that

) O\

— < (— t € [ty Tras

@0—(%) + L€ [t Toaa)
from which

k-1
(4.7) —0"T < D7 |t € [ty, Tran)-
Moreover
_3

(4.8) 7 < DDy 2,  t € [t1, Thnaa).

We substitute (4.7) and (4.8) into (4.6) to have
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3
(1) <2(A— plo F Yo+ (Vaaka, 1 v3Y ) o
S2{A -l = 0y )0+ (V207D + V2 5 ) O
1
= A1®+A2<I>3, tG [tlmiam)7

e kel 3 _3 5
with Al — 2(>\ — MIQI%@OQ )’ A2 = \/iaf(IDO 2 4+ \/ig

At last we can write

(4.9) P'(t) < AD*,  t € [t1, Thae)

where the positive constant A depends on ||ugl2, k, ; 1, |€2|, so defined

— k—1
(4.10) s ) At A if A > Q7 0,7

1— k—1
A27 if A < /’L|S2|qu)02 )
and (1.16) is proved. O

Proof of Corollary 1.1.

Proof. Integrating (4.9) from ¢ to T, we lead to

1 oo dn Trmaz Trmaz
(41].) 5 o — - S AdTS AdT:ATmax
205 @0 t1 0

from which we obtain (1.17): it means that the solution of (1.1) exists

bounded in the interval [0, T], with T" = ﬁ, the lower bound of the lifespan
0

Tmax- D
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