Using of Artificial Neural Networks (ANNs) to predict the rheological behavior of MgO-Water nanofluid in a different volume fraction of nanoparticles, temperatures, and shear rates
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Abstract
In this study, the viscosity of MgO-Water nanofluid in a different volume fraction of nanoparticles, temperatures, and shear rates has been predicted by Artificial Neural Networks (ANNs) and surface methods. In the ANN method, an algorithm is proposed to select the best neuron number for the hidden layer. In the fitting method, a surface is proposed for each volume fraction of nanoparticles, and finally, the results of ANN and surface fitting method have been compared. It can be observed that, increasing the volume fraction from 0.07% to 1.25% at temperatures of 25, 30, 40, 50, and 60 °C resulted in about two-fold increase in viscosity. Also, the best network has 24 neurons in the hidden layer. It can be seen that for a network with 24 neurons in the hidden layer has the best overall correlation, and this coefficient is 0.999035. The mean absolute value of errors in ANN and fitting method are 0.0118 and 0.0206, respectively.
Keywords: Artificial Neural Networks; Rheological behavior; MgO-Water nanofluid. 

1- Introduction
Scientists have been working for years on the use of micro-fluid mixtures of very small suspended solids to improve heat transfer [1,2]. But these fluids have had many problems, such as deposition, impurity, corrosion, and increasing pressure drop, until the idea of ​​using nanoparticles in 1995 was first put forward by Choi [3] and the great revolution in the field of heat transfer in fluids [4]. The idea led to the creation of colloidal suspensions containing nanoparticles called nanofluids. Nanofluids have been the subject of much research because of their amazing thermal properties [5–14]. Application of nanofluids in different heat transfer cases showed that this new heat transfer fluid could improve the rate of heat transfer [15–24]. One area of nanofluid-related research that has attracted many researchers is the determination of altered fluid properties due to the presence of nanoparticles [25–32]. Recent decades, Artificial Neural Networks (ANNs) have been used in many scientific areas by researchers. Due to new advances in processing data, these networks have been more popular in predicting the behavior of systems, especially systems with nonlinear behavior of complex systems. Various types of computational models have been introduced as generic ANNs, each of which can be used for a variety of applications, each inspired by a particular aspect of the capabilities and properties of the human brain. Today, the use of intelligent systems, especially ANNs, has become so widespread that these tools can be categorized as basic and common tools in the form of basic mathematical operations [33–37]. 
Ramezanizadeh et al. [38] reviewed the utilization of machine learning approaches on predicting dynamic viscosity of nanofluids. Ahmadi et al. [39] investigated the connectionist methods to estimate the thermal conductivity of TiO2/water nanofluid. Dalkilic et al. [40] predicted the rheological behavior of graphite/water nanofluids by means of ANNs. Longo et al. [41] applied the ANN method for modeling the rheological behavior of oxide-based nanofluids. Their model shows a fair agreement in predicting experimental data. Nasirzadehroshenin et al. [42] used Ann-GA method to model heat transfer behavior of carbon nanotube nanofluid in a tube with constant temperature at walls. Alrashed et al. [43] obtained the properties of Cu-Silica/water nanofluids with the ANN method. Kahani et al.[44] applied machine learning methods to predict Nusselt number and pressure drop of TiO2/water nanofluid in non-straight paths. Shahsavar et al. [45] developed ANNs and measured the thermal conductivity and viscosity for liquid paraffin / Al2O3 nanofluid. Ahmadi et al. [46] used smart model to predict the dynamic viscosity of SiO2/ethylene glycol/water nanofluid.
 In this study, we predict the rheological behavior of MgO-Water nanofluid by using experimental data and ANN method. Nanofluid with volume fraction of nanoparticles values of 0.07, 0.14, 0.28, 0.42, 0.56, 0.76, 1, and 1.25% are prepared for the experiments. The temperatures studied are 25, 30, 40, 50, and 60°C. According to the authors' research, there is no investigation with ANN into the rheological behavior of MgO-Water nanofluid.

2- Experimental Procedure
In the present study, MgO nanoparticles (20 nm) and water were used. The properties of MgO nanoparticles and water are given in Table 1. Nanofluid samples with 0.07, 0.14, 0.28, 0.42, 0.56, 0.76, 1 and 1.25% in volume of 600 ml are required for the experiments. The nanofluid is fabricated by the two-step method and by adding MgO nanoparticles to the water in the desired volume fraction of nanoparticles. The mass values required for the volume fraction to be tested are given in Table 2. At the specified masses, the nanoparticles are added to the base fluid. The nanoparticles are then mixed with the magnetic stirrer for at least 30 min to suspend the nanoparticles in the base fluid to form a stable colloidal mixture. To prevent particle aggregation and clustering, the nanoparticles achieve good stability by ultrasonic shaking for 6 hours. To perform the experiments, the Brookfield rotary viscometer was used to measure the nanofluid dynamic viscosity. Experiments were performed in the desired volume fraction of nanoparticles, and each experiment was repeated three times, and the mean results were used. For each iteration, new nanofluids were used to ensure that the properties did not change and the results were more reliable. A water bath is used to measure the temperature perfectly accurately. The temperatures studied are 25, 30, 40, 50, and 60°C.




Table 1: The properties of MgO nanoparticles and Water 
	Properties
	Specifications

	Molecular  formula
	MgO
	

	Nanoparticle shape
	Spherical
	--------

	Size
	40 nm
	--------

	Purity
	>99%
	100%

	Appearance
	White
	Colorless

	Density
	3.58 gr/cm3
	0.998 gr/cm3

	Molar Mass (gr/mol)
	40.3044
	18.02

	Thermal conductivity (W/mK)
	45-60
	0.6

	Viscosity (mPa.sec)
	-------
	1

	Melting point (°C)
	2852
	----------



Table 2 The mass values required for the volume fraction of nanoparticles 
	 (%)
	MgO (gr)
	Water (gr)

	0.07
	1.5077
	601.2

	0.14
	3.174
	601.2

	0.28
	6.0434
	601.2

	0.42
	9.0788
	601.2

	0.56
	12.1207
	601.2

	0.76
	16.4827
	601.2

	1
	21.7404
	601.2

	1.25
	27.2443
	601.2



Fig. 1 shows the dynamic viscosity variations versus volume fraction of nanoparticles at different temperatures at 20 rpm. It can be seen from this figure that, increasing  from 0.07% to 1.25% at temperatures of 25, 30, 40, 50, and 60 °C resulted in about two-fold increase in viscosity. The percentage increase is higher at higher temperatures. At T=60°C, the initial inertia diagram does not contain the increase in the other diagrams, and viscosity increases with almost constant slope change in all volume fractions. Higher temperatures lead to more molecular motions, and the temperature factor causes the slope of the increases to remain constant at T=60°C.

[image: D:\داود\مقالات\مقالات سینا\مقاله حسین خدادای\1.wmf]
Fig. 1 Dynamic viscosity versus 
Fig. 2 shows the relationship between dynamic viscosity and the shear rate at 0.14% and different temperatures. Note the apparent viscosity changes at 50% of the first round change. These large changes are due to the shear-thinning behavior that decreases with higher rotation. The effects of particle aggregation and shear-heating are not measurable and far from the researcher's point of view and should be addressed in more advanced research. After examining, it becomes clear that this behavior is observed in all nanofluid volume fractions. In other words, the water-MgO nanofluid exhibits a high shear thinning or non-Newtonian behavior in all volume fractions. However, in some cases, the slight effects of shear heating must be taken into account. 
[image: D:\داود\مقالات\مقالات سینا\مقاله حسین خدادای\2.wmf]
Fig. 2 The relationship between dynamic viscosity and shear rate 

3- ANN method
A simple model of ANN firstly was introduced by Warren McCulloch and Walter Pitts in 1943. This simple model was called threshold logic. Then in the late 1940’s D.O. Hebb proposed a learning method, which was an unsupervised method. Frank Rosenblatt in 1958, created the perceptron, which is an algorithm based on the simplified model of a real biological neuron. Each neuron consists of weights, bias, and activation function. In Fig.3, the architecture of a single neuron has been shown. 
[image: ]
Fig.3 The architecture of ANN
The process of input data is presented in Eq.1,

                                                                                                (1)




In Eq.1,  is the activation function, is the jth input and is the bias of the ith neuron and is the output of ANN. In the current study, the activation function of the hidden layer is tansig which is presented in Eq.2, and the activation function of the output layer is purelin,

                                                                                                        (2)
In this work, the learning algorithm is Levenberq-Marquardt. This algorithm for the first time was introduced by Kenneth Levenberg in 1944, and then in 1963, it was rediscovered by Donald Marquardt. The data points are divided into three parts including train, validation, and test. In this work, 70% of data is used for training, 15% for validation, and 15% for test.  The train data points are used in training the ANN, the validation is used in adjusting the training process, and the test data points are used at the final step to evaluate the performance of the network. The performance of the network is considered as Mean Square Error (MSE) which is the average difference between the estimated values and the experimental data and is defined in Eq.3,

                                                                                                       (3)      
Obviously, in calculating the MSE, closer values to zero are better. ANNs are based on the processing data by neurons. Therefore, the number of neurons has important effects on outputs. As this ANN should predict only one parameter (Viscosity), therefore only one neuron in the output layer is used. To find the optimum ANN with the best neurons in the hidden layer, different networks have been tested. To increase the reliability of the ANN, for each specified neuron, the ANN has been rune for 20 times, and finally, the mean value of these performances has been considered as the performance for that neuron number. To find the best neuron number in the hidden layer, an algorithm has been used which is presented in Fig.4.

[image: ]
Fig.4 the algorithm of finding the best neuron number
The results of different neuron numbers for ANN have been presented in table.3.
Table.3 The performances versus neuron number
	Neuron number
	Sorted performance
	Train performance
	Validation performance
	Test performance

	24
	0.000301888
	0.000129534
	0.000522529
	0.000877058

	23
	0.000305033
	0.00012217
	0.000515833
	0.000969415

	14
	0.000318204
	0.000187376
	0.000389836
	0.000813219

	25
	0.000333332
	0.000129642
	0.000615607
	0.001003698

	28
	0.000358753
	0.000103909
	0.000653542
	0.001354837

	31
	0.0003609
	0.000128631
	0.000637951
	0.001218501

	17
	0.000370908
	0.000207881
	0.000444941
	0.001040071

	21
	0.000371807
	0.000189746
	0.000514374
	0.001068273

	19
	0.000374295
	0.000210131
	0.000493419
	0.00097527

	18
	0.000375719
	0.000195033
	0.000496417
	0.001093228

	15
	0.000388643
	0.000216797
	0.000542748
	0.000973666

	32
	0.000392071
	0.000139053
	0.000631341
	0.001428436

	30
	0.00040017
	0.000151
	0.00074376
	0.001231189

	16
	0.000409228
	0.000253081
	0.000470384
	0.001007488

	12
	0.000413256
	0.000244385
	0.000516859
	0.001031494

	13
	0.000414593
	0.00025096
	0.000530356
	0.000973507

	26
	0.000441884
	0.000186195
	0.000677746
	0.001449338

	27
	0.000445452
	0.000213152
	0.00072102
	0.001214165

	29
	0.000447328
	0.000134501
	0.000961024
	0.001417292

	35
	0.000461733
	9.76257E-05
	0.000881205
	0.001942658

	33
	0.000477153
	0.000149652
	0.000775301
	0.001870102

	10
	0.000487449
	0.000339829
	0.00043166
	0.001127671

	9
	0.000503781
	0.000364835
	0.000500502
	0.000978201

	11
	0.000507273
	0.000356589
	0.000536789
	0.001010639

	43
	0.000547098
	8.41851E-05
	0.001249648
	0.002199763

	20
	0.000556205
	0.000279525
	0.000616951
	0.001875994

	22
	0.000601928
	0.000256952
	0.000546784
	0.002557997

	34
	0.000644599
	0.000135552
	0.00128343
	0.002631452

	41
	0.000689736
	8.61753E-05
	0.001289749
	0.003380417

	38
	0.00072683
	0.000155975
	0.001213538
	0.0033216

	36
	0.000768115
	0.00011263
	0.002132269
	0.002518887

	40
	0.000984908
	0.000251453
	0.002354221
	0.003061927

	46
	0.000990069
	0.000321305
	0.001800779
	0.003491418

	39
	0.000991612
	0.000280648
	0.001863753
	0.003700153

	42
	0.00112044
	0.000367403
	0.001832495
	0.004255262

	8
	0.001216051
	0.000936749
	0.000917129
	0.002421718

	47
	0.001237904
	0.00040015
	0.002213574
	0.004438301

	45
	0.001353802
	0.000425266
	0.002554848
	0.004727508

	48
	0.001473198
	0.000326827
	0.004143292
	0.00393534

	44
	0.001650976
	0.00040958
	0.002796129
	0.007077342

	37
	0.002212385
	0.000603304
	0.004972929
	0.007106403

	49
	0.002289438
	0.000194014
	0.004317576
	0.011833481

	50
	0.002375294
	0.000452646
	0.005364934
	0.009012165



Considering Table 3, it can be seen that the best network has 24 neurons in the hidden layer. Although an ANN with 24 neurons in the hidden layer has acceptable performance, another criterion to judge about outputs is correlation coefficient which is presented in Eq.4. The correlation coefficient shows the compatibility between inputs and outputs and this coefficient is defined as,

                                                                                      (4)








In Eq.4, and  are inputs and outputs respectively, is the mean value of  and  is the mean value of and are standard deviations of .  In table 4, the correlation of data outputs including train, validation, test and all ANN outputs has been presented. 
Table.4 ANN correlation coefficient outputs
	Neuron number
	Train correlation
	Validation correlation
	Test correlation
	All correlation

	24
	0.999518144
	0.997963857
	0.997417985
	0.999035782

	23
	0.999520473
	0.997921442
	0.997933915
	0.999028849

	14
	0.999267819
	0.998454917
	0.998193525
	0.998981013

	25
	0.999513346
	0.997022224
	0.997553928
	0.998932573

	28
	0.999590869
	0.997625899
	0.997310754
	0.998862462

	31
	0.999520932
	0.997766287
	0.996233139
	0.998845966

	17
	0.999236485
	0.99823857
	0.997827802
	0.99882444

	21
	0.999319002
	0.997825204
	0.996740544
	0.998803659

	19
	0.99924926
	0.99801026
	0.997620982
	0.998814216

	18
	0.999278395
	0.998106528
	0.997489304
	0.998806524

	15
	0.999186779
	0.997976292
	0.997427146
	0.998754239

	32
	0.999488141
	0.997485566
	0.996167116
	0.998746495

	30
	0.999447289
	0.996860002
	0.996783132
	0.998724038

	16
	0.999076432
	0.99798066
	0.996911201
	0.99866855

	12
	0.999048559
	0.998290593
	0.997754508
	0.998675

	13
	0.999056183
	0.997713984
	0.997967071
	0.99866651

	26
	0.999327534
	0.997013095
	0.996225976
	0.998593965

	27
	0.999259574
	0.997654485
	0.996273957
	0.998593794

	29
	0.999459292
	0.996792971
	0.996041012
	0.998554597

	35
	0.999630409
	0.996564925
	0.995857541
	0.998513712

	33
	0.999482379
	0.997142283
	0.995213226
	0.998507102

	10
	0.998645957
	0.998092186
	0.99761496
	0.998422737

	9
	0.99860441
	0.997824957
	0.997632541
	0.998368443

	11
	0.9985841
	0.998139548
	0.997791856
	0.998371153

	43
	0.999694541
	0.994794734
	0.994493927
	0.998247949

	20
	0.999067584
	0.99751348
	0.995293872
	0.998373194

	22
	0.998967836
	0.997468039
	0.996522077
	0.998201793

	34
	0.99949969
	0.995225749
	0.995120072
	0.998030975

	41
	0.999682734
	0.996406752
	0.992743343
	0.997812274

	38
	0.999396285
	0.994993638
	0.993957525
	0.997694522

	36
	0.999583973
	0.991936012
	0.993642827
	0.997551472

	40
	0.999115588
	0.99228154
	0.993049263
	0.996878132

	46
	0.998883634
	0.993638119
	0.991615235
	0.996937781

	39
	0.998996152
	0.992812045
	0.990555341
	0.996821294

	42
	0.998708521
	0.991688759
	0.989196325
	0.996409144

	8
	0.996786834
	0.996495971
	0.993773918
	0.996076518

	47
	0.998512041
	0.99104953
	0.987959378
	0.99600853

	45
	0.99807263
	0.989900427
	0.989185977
	0.995647482

	48
	0.998829551
	0.98760951
	0.987296927
	0.995274055

	44
	0.998451667
	0.987932526
	0.986041219
	0.994674204

	37
	0.997199774
	0.982049345
	0.989051105
	0.992763244

	49
	0.999471697
	0.983537055
	0.974933815
	0.992731006

	50
	0.998744568
	0.9785739
	0.97844572
	0.992569362



It can be seen that for a network with 24 neurons in the hidden layer has the best overall correlation and this coefficient is 0.999035. In Figs. 5 to 8, the train, validation, test and all outputs of ANN has been depicted. Fig.5 shows the train output of ANN versus target. In this ANN, the MSE and maximum absolute value of error for train data are 1.2954e-04 and 0.0345, respectively.
[image: ]
Fig.5 the train output of ANN
Fig.6 shows the validation output of ANN. In this ANN, the MSE and maximum absolute value of error for validation data are 5.2252e-04 and 0.0748, respectively.


[image: ]
Fig.6 the validation output of ANN

Fig.7 shows the test output of ANN. In this ANN, the MSE and maximum absolute value of error for test data are 8.7705e-04 and 0.0822, respectively.





[image: ]
Fig.7 the test output of ANN
Fig .8 shows all outputs of ANN. In this ANN, the MSE and maximum absolute value of error for all data are 3.0188e-04 and 0.0822, respectively.
[image: ]
Fig .8 All outputs of ANN
Surface fitting
Considering data points, there are three inputs including , temperature, shear rate and one target (dynamic viscosity). As there are 8 volume fraction of nanoparticles, for each volume fraction, a surface is fitted based on the temperature and shear rate. The fitted surfaces for all volume fraction of nanoparticles are presented in Figs. 9 to 17.
[image: ]
Fig.9 the fitted surface for 0%

[image: ]
Fig.10 the fitted surface for 0.07%
[image: ]
Fig.11 the fitted surface for 0.14%


[image: ]
Fig.12 the fitted surface for 0.28%
[image: ]
		Fig.13 the fitted surface for 0.42%

[image: ]
Fig.14 the fitted surface for 0.56%

[image: ]
Fig.15 the fitted surface for 0.76%

[image: ]
Fig.16 the fitted surface for 1%

[image: ]
Fig.17 the fitted surface for 1.125%

For the temperature, a third order polynomial and for the shear rate, a second order polynomial is proposed. It should be mentioned that different orders for temperature and shear rate has been tested and these orders showed the best results. The general format of the fitted surface is shown in Eq.5,
fitresult(x,y) = p00 + p10*x + p01*y + p20*x^2 + p11*x*y + p02*y^2 + p30*x^3 + p21*x^2*y + p12*x*y^2                                 (5)
In Eq.5, x representing temperature and representing the shear rate. As mentioned before, for each volume fraction of nanoparticles a surface is fitted. The coefficients of these fitted surfaces are presented in table.3.

Table.5 The coefficients of fitted surface for different concentrations
	
	p00
	p10
	p01
	p20
	p11
	p02
	p30
	p21
	p12

	0
	1.877114078
	-0.070781998
	0.006771797
	0.001459169
	-0.000243987
	-6.61E-05
	-1.10E-05
	1.02E-06
	1.58E-06

	0.07
	1.924493578
	-0.070828035
	0.005071355
	0.001434677
	-0.000240395
	-3.04E-05
	-1.09E-05
	1.98E-06
	6.71E-07

	0.14
	2.026573855
	-0.074311808
	0.003325847
	0.001496984
	-0.000173161
	-2.68E-05
	-1.13E-05
	1.27E-06
	5.49E-07

	0.28
	3.148482846
	-0.156944354
	-0.000374448
	0.003487513
	-4.15E-05
	-1.79E-05
	-2.67E-05
	1.87E-07
	5.05E-07

	0.42
	3.176576564
	-0.148706373
	-0.00018856
	0.003190438
	-0.000159029
	1.18E-05
	-2.36E-05
	1.33E-06
	8.43E-07

	0.56
	3.79432005
	-0.189341556
	-0.002802818
	0.004161837
	-0.000123257
	4.88E-05
	-3.11E-05
	9.99E-07
	7.22E-07

	0.76
	4.255124575
	-0.196324519
	-0.031639255
	0.004090283
	0.000462285
	0.000511193
	-2.89E-05
	-2.38E-06
	-5.25E-06

	1
	4.938722199
	-0.20718094
	-0.084176289
	0.004242534
	0.001229759
	0.00165
	-2.97E-05
	-5.92E-06
	-1.82E-05

	1.125
	4.916984114
	-0.12741697
	-0.161843594
	0.00208414
	0.002215439
	0.002985714
	-1.28E-05
	-1.14E-05
	-2.72E-05



In Fig.18, the ANN and fitting absolute value of errors have been shown. It can be observed that the ANN has smaller absolute values of errors. The mean absolute value of errors in ANN and fitting method are 0.0118 and 0.0206, respectively. Also, the correlation coefficient between inputs and ANN outputs is and the correlation with each other. 

[image: ]
Fig. 18 Absolute value of errors in ANN and fitting method

4- Conclusion
In this study, an algorithm is presented to find the optimum ANN is presented to predict the viscosity of MgO-Water nanofluid. Also, a surface fitting method has been used and the correlation coefficient between experimental data and of ANN outputs and also between experimental data and surface fitting method has been applied. It can be seen that the ANN had better results compared to the fitting method.
· Increasing the  from 0.07% to 1.25% at temperatures of 25, 30, 40, 50 and 60 °C resulted in about two-fold increase in viscosity. 
· The best network has 24 neurons in the hidden layer.
· An ANN with 24 neurons in the hidden layer has the best overall correlation, and this coefficient is 0.999035. 
· The mean absolute value of errors in ANN and fitting method are 0.0118 and 0.0206, respectively.
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