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Abstract

This paper present an accurate numerical algorithm to solve the space fractional-order Fisher’s

equation where the derivative operator is described in the Caputo derivative sense. In the presented

discretization process, first we use the compact finite difference (CFD) to occur a semi-discrete in time

derivative, and implement the Chebyshev spectral collocation method (CSCM) of the third-kind to

discretize the spatial fractional derivative. The presented method converts the studied problem to be

a system of algebraic equations which can be easily solved. To study the convergence and stability

analysis, some theorems are given with their profs. A numerical simulation is given to test the accuracy

and the applicability of our presented algorithm.
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1. Introduction

In the past decades, fractional analysis [1] was developed rapidly. Its applications exist in

many scientific areas, such as engineering, viscoelasticity, physics, diffusion processes, rheology,

etc [2]. Fractional analysis is considered as a useful substitution model to classical calculus

theory. Fractional differential equations (FDEs) including fixed, variable, distributed, tempered

order have been used as perfect models for our real life problems including earthquake analysis,

bio-chemical, electric circuits, signal processing, etc. ([3]-[5]). And so, the urgent necessity to find

either the exact solutions or merely the approximate solutions to these problems that described

many applications has emerged. Most FDEs do not have an exact solution; therefore numerical

techniques must be used ([6]-[9]). For more details about fractional analysis, see ([10]-[14], ).

Spectral methods are useful tools to develop the approximate solutions of FDEs. The main
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advantage of these spectral methods is their capability to achieve accurate outcomes with a small

degrees of freedom ([15], [16]). Orthogonal polynomials as Chebyshev polynomials have been

utilized in the approximation of functions on the interval [−1, 1]. These polynomials have an

essential role in spectral methods for FDEs ([17]-[28]).

2. Preliminaries and notation

In this section, some definitions and notation about the fractional derivatives, the shifted

Chebyshev polynomials of the third-kind, and the fractional-order Fisher’s equation are presented

to use them in the derivation of our presented scheme.

2.1 Some definitions of fractional derivatives

Definition 1.

The two-dimension integral operator of the Riemann-Liouville Iα of order α ∈ R+ is defined

as follows:

(Iαf) (x, t) =

{
1

Γ(α)

∫ x
0

(x− τ)α−1f(τ, t) dτ, α > 0,

f(x, t), α = 0.

This integral operator satisfies the following properties [1]:

1. IαIβf(x, t) = IβIαf(x, t) = Iα+βf(x, t).

2. Iα(x− a)r = Γ(r+1)
Γ(α+r+1)

(x− a)r+α.

3. Iα (σ1 f(x, t) + σ2 g(x, t)) = σ1I
αf(x, t) + σ2I

αg(x, t), where σ1 and σ2 are constants.

Definition 2.

The Caputo fractional derivative Dν
x of order ν ∈ R+ of a function ϕ(x, t) is defined as follows:

Dν
xϕ(x, t) =

{
1

Γ(n−ν)

∫ x
0

(x− τ)n−ν−1 ∂
nϕ(τ,t)
∂τn

dτ, n− 1 < ν ≤ n ∈ N,
∂nϕ(x,t)
∂xn

, ν = n.

This fractional derivative operator satisfies the following properties [1]:

1. IνDν
x f(x, t) = f(x, t)−

∑n−1
j=0

1
j!
∂jf(0+,t)

∂xj
, n− 1 < ν ≤ n ∈ N.

2. limν→nD
ν
x f(x, t) = ∂nf(x,t)

∂xn
, limν→n−1D

ν
x f(x, t) = ∂n−1f(x,t)

∂xn−1 − ∂n−1f(0,t)
∂xn−1 .

3. Dν
x (xr) = Γ(1+r)

Γ(1+r−ν)
xr−ν , 0 < ν < r + 1, ν > −1.

4. Dν
x (σ1 f(x, t) + σ2 g(x, t)) = σ1D

ν
x f(x, t) + σ2D

ν
x g(x, t), where σ1 and σ2 are constants.

5. Dν
xD

µ
x f(x, t) = Dν+µ

x f(x, t) 6= Dν
xD

µ
xf(x, t).

6. Dν
x (C) = 0, where C is a constant.
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2.2 Shifted Chebyshev polynomials of the third-kind

The Chebyshev polynomials of the third-type of degree n are defined on the interval [−1, 1]

with the help of the orthogonal Jacobi polynomials as follows [19]:

Vn(z) =
(2n n!)2

(2n)!
P

(− 1
2
, 1
2

)
n (z), (1)

where,

P (l,m)
n (z) =

Γ(l + n+ 1)

n!Γ(l +m+ n+ 1)

n∑
k=0

(
n

k

)
Γ(l +m+ n+ k + 1)

Γ(l + k + 1)

(
z − 1

2

)k
. (2)

These polynomials are orthogonal on [−1, 1] w.r.t. the weight function wC(z) =
√

1+z
1−z and

satisfied the following condition of the inner product:

< Vr(z), Vs(z) >=

∫ 1

−1

wC(z)Vr(z)Vs(z)dz =

{
0, if r 6= s;

π, if r = s.

The analytical form of Vn(z) can be occurred by substitution from the formula (2) in (1), then

we have:

Vn(z) =
(2n−1 (n− 1)!)2 Γ(n− 1

2
)

(2n− 2)! (n− 1)! n!

n−1∑
j=0

j∑
i=0

(−1)i n!Γ(n+ j)

(n− j − 1)! i! (j − i)! Γ(j + 1
2
) 2j

zj−i,

which can be rewritten in the following compact form:

Vn(z) = Ωn

n−1∑
j=0

j∑
i=0

Θi,j
n zj−i, n = 1, 2, ..., N + 1,

where,

Ωn =
(2n−1 (n− 1)!)2Γ(n− 1

2
)

(2n− 2)! (n− 1)!n!
, Θi,j

n =
(−1)i n! Γ(n+ j)

(n− j − 1)! i! (j − i)! Γ(j + 1
2
) 2j

.

These functions will be used on [0, 1], so we should use the so-called shifted Chebyshev poly-

nomials by implementing a linear transform as z = 2x− 1. These polynomials will be expressed

as follows: V̄n(x) = Vn(2x − 1), where V̄0(x) = 1, V̄1(x) = 4x − 3. The analytical form of the

shifted Chebyshev polynomials V̄n(x) is given by the following formula:

V̄n(x) = Ωn

n−1∑
j=0

j∑
i=0

Θi,j
n 2j xj−i, n = 1, 2, ..., N + 1. (3)
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These resulting third-type shifted Chebyshev polynomials of degree n are orthogonal on [0, 1] in

the following sense: ∫ 1

0

√
x

1− x
V̄r(x)V̄s(x) dx =

{
0, if r 6= s;
π
2
, if r = s.

(4)

The common use of these polynomials is to express and approximate any function f(x) ∈ L2[0, 1]

as a sum of these polynomials as follows:

fN(x) '
N∑
n=0

an V̄n(x), an =
2

π

∫ 1

0

√
x

1− x
f(x) V̄n(x) dx, n = 0, 1, ..., N. (5)

In [20], Handan proved the uniformly convergent of the finite series (5) and derived a formula

for the upper bound of the error if we approximate the function f(x) by fN(x). Also, in this part,

the analytical form of the shifted Chebyshev polynomials (3) and some properties of the Caputo

fractional derivative Dν-operator can be applied directly to derove an approximate formula of

DνfN(x), through the following theorem.

Theorem 1.

An approximate formula of Dν (fN(x)) can be give in the following analytical form:

Dν(fN(x)) =
N∑

n=dνe

n−dνe∑
j=0

j∑
i=0

anΠn,ν
i,j x

j−i−ν+dνe, (6)

where,

Πn,ν
i,j = (−1)i

(
j + dνe

i

)
22n n! Γ(n+ j + dνe+ 1) Γ(n+ 1

2
) Γ(j − i+ dνe+ 1)

(2n)! (n− j − dνe)! (j + dνe)! Γ(j + dνe+ 1
2
) Γ(j − i− ν + dνe+ 1)

.

2.3 The fractional Fisher’s equation

The well known linear space fractional-order Fisher’s equation (FFE) is given by:

ut = αDν
xu+ β(1− u(x, t)), 1 < ν ≤ 2, (7)

where 0 ≤ α ≤ 1 is the diffusive constant and 0 ≤ β ≤ 1 is the reactive constant, with the

following boundary conditions are

u(0, t) = f(t), u(1, t) = 0, (8)

and the following initial condition:

u(x, 0) = 0. (9)
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The analytical solution to this equation (in the case of ν = 2) is given by:

u(x, t) = 1− cosh(x)

cosh(1)
− 16

π2

∞∑
i=1

(−1)i cos(0.5π(2i− 1)x)

(2i− 1)(π2(2i− 1)2 + 4)
e−(1+0.25π2(2i−1)2)t.

The applications in science and engineering fields of this type of equations are many, for

example you can read ([21], [22]). Many researchers studied some meaningful generalization of

this equation, one of these generalizations is called as one component reaction diffusion equation.

Many reaction diffusion equations have travelling wave fronts which give a common role to study

many real life problems in physics, chemistry, and biology ([23], [24]). Reaction-diffusion models

are useful mathematical tools which describe how the concentration of one or more substances

distributed in space varies under the influence of two processes, first one is local chemical reactions

in which the substances are transformed into each other and second is the diffusion which is the

reason of the substances to spread out over a surface in space. Many numerical algorithms

are presented to study this these equations, for example, the Petrov-Galerkin finite element

method [25], the Sinc collocation method [26], and others [27].

3. Derivation the numerical scheme using CFD-CSCM

In this section, a numerical scheme of the studied problem (7)-(9) is derived using CFD-CSCM.

Assume that M and N are two positive integers such that τj = (j − 1) ∆τ , j = 1, 2, ...,M + 1

where ∆τ = Tf
M

, and let {xp}N+1−dνe
p=1 be the roots of the shifted Chebyshev polynomial of the

third-kind V̄N+1−dνe(x).

A function u(x, t) ∈ C3(0, 1) and its Taylor’s expansion, we have the following formula:

∂u(xp, tj)

∂t
=
ujp − uj−1

p

∆τ
− ∆τ

2

∂2u(xp, tj)

∂t2
+O((∆τ)2). (10)

Evaluate the fractional Fisher’s equation (7) at the grid-point (xp, tj) and apply the above dis-

cretization (10), we get

ujp − uj−1
p

∆τ
− ∆τ

2

∂2u(xp, tj)

∂t2
+O((∆τ)2) = αDν

xu(xp, tj) + β(1− u(xp, tj)). (11)

Now, differentiate the Eq.(7) with respect to t to get a discretization of
∂2u(xp,tj)

∂t2
, then insert this

discretization in the above equation (11) and after some simplifications be letting u(xp, tj) = U j
p ,

one can get the following semi-discrete numerical scheme:

U j
p − U j−1

p

∆τ
= αDν

xU
j
p + β − β U j

p −
∆τ

2

[
α
Dν
xU

j
p −Dν

xU
j−1
p

∆τ
− β

U j
p − U j−1

p

∆τ

]
+ <j(x)(∆τ)2.

Or,

c1 U
j
p − c2D

ν
xU

j
p = c2D

ν
xU

j−1
p + c3 U

j−1
p + β∆τ + <j(x)(∆τ)3, (12)

5



where <j(x) is the resulting truncation term, and the constants c1, c2, and c3 are given by:

c1 = 1 + 0.5β∆τ, c2 = 0.5α∆τ, c3 = 1− 0.5β∆τ.

In the following, we are going to occur the required full-discrete of the studied problem by

evaluating the Caputo derivative Dν
xU

j
p as defined in formula (6). Also, we approximate the

solution u(x, t) using the shifted Chebyshev collocation approach as follows:

uN(x, t) =
N∑
n=0

un(t) V̄n(x). (13)

The connection between the formulae (6), (12), and (13) with taking into consideration that

U j
p = uN(xp, tj) and ujn is the coefficient in the point tj, we can get:

c1

N∑
n=0

ujnV̄n(xp)− c2

N∑
n=dνe

n−dνe∑
k=0

k∑
i=0

ujnΠn,ν
i,k x

k−i−ν+dνe
p = β∆τ+

c2

N∑
n=dνe

n−dνe∑
k=0

k∑
i=0

uj−1
n Πn,ν

i,k x
k−i−ν+dνe
p + c3

N∑
n=0

uj−1
n V̄n(xp).

(14)

Apply the boundary conditions (8) together with Eq.(13), we get:

N∑
n=0

(−1)n(2n+ 1)ujn = f(tj), and
N∑
n=0

ujn = 0. (15)

Now, with dνe equations (15) together with Eq. (14), we get N + 1 of linear algebraic equations

which can be solved numerically to obtain the unknowns ujn, n = 0, 1, 2, ..., N.

The above system of equations (14)-(15) can be written in a special case N = 3 and x0, and x1

are the roots of the shifted Chebyshev polynomial V̄2(x), i.e., x0 = 0.345492, x1 = 0.904508, in

a matrix form as follows:
c1 c1 k1 −c2R1 c1 k2 − c2 R2

c1 c1 k11 −c2R11 c1 k22 − c2 R22

1 −3 5 −7

1 1 1 1




u0

u1

u2

u3


j

=


c3 c3 k1 c2R1 c3 k2 + c2R2

c3 c3 k11 c2R11 c3 k22 + c2R22

0 0 0 0

0 0 0 0




u0

u1

u2

u3


j−1

+


β∆τ

β∆τ

f(tj)

0


j

,

(16)

where:

k1 = V̄1(x0), k2 = V̄3(x0), k11 = V̄1(x1), k22 = V̄3(x1),
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R1 = Π2,ν
0,0 x

2−ν
0 , R2 = Π3,ν

0,0 x
2−ν
0 + Π3,ν

1,0 x
3−ν
0 + Π3,ν

1,1 x
2−ν
0 ,

R11 = Π2,ν
0,0 x

2−ν
1 , R22 = Π3,ν

0,0 x
2−ν
1 + Π3,ν

1,0 x
3−ν
1 + Π3,ν

1,1 x
2−ν
1 .

We will use the notation for the above system (16):

AU j = B U j−1 + Sj, or U j = A−1B U j−1 + A−1 Sj, (17)

where: U j = (uj0, u
j
1, u

j
2, u

j
3)T , Sj = (β∆τ, β∆τ, f j, 0)T .

For j = 1, the initial solution U0, can be occurred from the initial condition (9), u(x, 0), i.e,

combining with Eq.(5), we can get the initial solution U0 of the linear system (17) and this

allows us to compute the approximate solution at each step of the time.

4. Study the convergence and stability analysis

In this part, the convergence and the stability analysis of the given numerical scheme is

studied. Assume that Ω denotes an open bounded region in R2 and let L2(Ω) be a Hilbert space

with the usual inner product and the norm are defined by:

〈f(x), g(x)〉 =

∫
Ω

f(x) g(x) dx, ‖f(x)‖2 =
√
〈f(x), f(x)〉.

Define,

Hs(Ω) = {f(x) ∈ L2(Ω), f (s)(x) ∈ L2(Ω)}.

To complete this study, the main numerical scheme (12) of the proposed problem can be

rewritten in the following compact form:

Uk − Λ1 aD
ν
xU

k = Λ2 U
k−1 + Λ1 aD

ν
xU

k−1 + Λ3, (18)

where k = 1, 2, ...,M + 1; and the constants Λ1, Λ2, and Λ3 are defined as follows:

Λ1 =
α∆τ

2 + β∆τ
, Λ2 =

2− β∆τ

2 + β∆τ
, Λ3 =

2β∆τ

2 + β∆τ
.

Lemma 1. [29]

Assume that f(x) and g(x) are two functions in the space H
ν
2 (Ω). Then for 1 < ν < 2, we

have:

〈aDν
xf, g〉 = 〈aD

ν
2
x f, xD

ν
2
b g〉 and 〈xDν

b f, g〉 = 〈xD
ν
2
b f, aD

ν
2
x g〉.

Lemma 2. [29]

For a positive number ν, the following relation holds:

〈aDν
xf, xD

ν
b f〉 = cos(πν) ‖ aD

ν
xf ‖2

L2(Ω)= cos(πν) ‖ xD
ν
b f ‖2

L2(Ω) .
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Lemma 3.

Assume that f(x) and its fractional derivative aD
ν
xf(x) belongs to the space Hν(Ω). Then

for 1 < ν < 2, there is ∆τ << 1 such that the following inequality will occur:

‖ f(x) + Λ1 aD
ν
xf(x) ‖≤‖ f(x) ‖ . (19)

Proof. Using the properties of the inner product and the norm, we can obtain:

‖ f(x) + Λ1 aD
ν
xf(x) ‖2 ≤ 〈f(x) + Λ1 aD

ν
xf(x), f(x) + Λ1 aD

ν
xf(x)〉

=‖ f(x) ‖2 +2Λ1〈aD
ν
2
x f(x), xD

ν
2
b f(x)〉+ Λ2

1 ‖ aD
ν
xf(x) ‖2 .

Using Lemma 2 and since cos(ν
2
π) < 0 (in a case ν ∈ (1, 2)), then 〈aD

ν
2
x f(x), xD

ν
2
b f(x)〉 is negative.

Thus, if there exists ∆τ << 1, then it will confirm the following:

2Λ1〈aD
ν
2
x f, xD

ν
2
b f〉+ Λ2

1 ‖ aD
ν
xf(x) ‖2< 0,

then directly we can occur the desired inequality (19) and finish the proof of the lemma.

Lemma 4.

Let Uk ∈ H1(Ω), k = 1, 2, ...,M +1 be an approximate solution of the main numerical scheme

(18), then the following holds:

‖ Uk ‖≤ Λ2 ‖ Uk−1 ‖ +Λ3. (20)

Proof. Apply the mathematical induction on k to prove this inequality (20) as follows:

For k = 1, then the Eq.(18) takes the form:

U1 − Λ1 aD
ν
xU

1 = Λ2 U
0 + Λ1 aD

ν
xU

0 + Λ3, (21)

multiply the above equation by U1 and integrate over the region Ω, then we have:

‖ U1 ‖2 −Λ1〈 aDν
xU

1, U1〉 = Λ2〈U0, U1〉 − Λ1〈 aDν
xU

0, U1〉+ 〈Λ1, U
1〉. (22)

Since cos(ν
2
π) < 0 (in a case ν ∈ (1, 2)) and by applying the Cauchy-Schwarz inequality together

with Lemmas 1 and 2, we can show that the quantity 〈aDν
xU

1, U1〉 in the LHS of (22) is negative

as follows:

〈aDν
xU

1, U1〉 = 〈aD
ν
2
x U

1, xD
ν
2
b U

1〉 = cos
(ν

2
π
)
‖ aD

ν
2
x U

1 ‖2< 0.

Also, using the conclusion of Lemma 3 for the RHS of Eq.(22), we can get the following inequality:
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‖ Λ2〈U0, U1〉+ Λ1〈 aDν
xU

0, U1〉 ‖ =‖ 〈Λ2U
0 + Λ1 aD

ν
xU

0, U1〉 ‖

≤‖ Λ2U
0 + Λ1 aD

ν
xU

0 ‖‖ U1 ‖

≤ Λ2 ‖ U0 ‖‖ U1 ‖ .

The connection between the above inequalities confirms to us that the relation (20) is true for

the case k = 1, and obtain:

‖ U1 ‖≤ Λ2 ‖ U0 ‖ +Λ3.

Assume that the inequality (20) is true for all s = 1, 2, ..., k − 1, then we have:

‖ U s ‖≤ Λ2 ‖ U s−1 ‖ +Λ3,

now, repeat the same processes that we applied in the first step of the induction (k = 1), with

the help of the Cauchy-Schwarz inequality again and the fact that cos(ν
2
π) < 0, we can show and

prove that this inequality holds for all k and this completes the proof.

Theorem 2.

The numerical scheme that was mentioned in Eq.(12) is un-conditionally stable.

Proof. To discuss the condition of the stability, let us introduce U
k

p, k = 1, 2, ...M + 1 as an

approximate solution of the scheme (12), therefore, we can see that the error εk = Uk
p − U

k

p

satisfies the same scheme (12), i.e,

c1 ε
k − c2D

ν
xε
k − c2D

ν
xε
k−1 = c3 ε

k−1, (23)

where the constants c1, c2, and c3 are defined in (12). Now, directly with applying the same

process of the proof for Lemma 4 on the error εk which was defined in (23), we can obtain the

following:

‖ εk ‖≤ Λ2 ‖ ε0 ‖, Λ2 < 1, k = 1, 2, ...,M + 1,

where Λ2 = c3
c1

; which means that the resulting scheme (12) by applying the proposed method is

unconditionally stable, and this completes the proof.

Theorem 3.

The resulting error εk = u(x, tk) − Uk; k = 1, 2, ...,M + 1, from the numerical scheme (12)

satisfies the following error estimate:

‖ εk ‖≤ Ex(∆τ)2, (24)

where Ex is a constant that dependent on x (the maximum of the truncation error term).

Proof. Using the mathematical induction on k to ensure the inequality (24) with the following

three steps:
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1. For k = 1:

The multiplying Eq.(23) with (k = 1) by ε1 and integrating over the region Ω, will allow

us to obtain the following form:

c1 ‖ ε1 ‖2 −c2〈 aDν
xε

1, ε1〉 = c2〈 aDν
xε

0, ε1〉+ c3〈ε0, ε1〉+ (∆τ)3〈<1(x), ε1〉,

where <1(x) is the truncation error term in the step k. Now, using Lemmas 2 and 3 together

with the fact that ε0 = 0 and after some simplifications, it gives that:

‖ ε1 ‖≤ Ex(∆τ)2.

2. Assume that the statement (24) is true for k = 1, 2, ...,M , which means that:

‖ εk ‖≤ Ex(∆τ)2, k = 1, ...,M.

3. Now the truth if the statement (24) when k = M + 1 completes the proof, for this aim, we

multiply the Eq.(23) by εk and integrate over the region Ω, to get the following equation:

c1 ‖ εk ‖2 −c2〈 aDν
xε
k, εk〉 = c2〈 aDν

xε
k−1, εk〉+ c3〈εk−1, εk〉+ (∆τ)3〈<k(x), εk〉.

Now with the help of Lemma 3 together the above equation, we obtain that:

‖ εk ‖2≤ (c2/c1) ‖ εk ‖‖ εk−1 ‖ +(c2/c1)E(∆τ)2 ‖ εk ‖,

by dividing with ‖ εk ‖ and repeating the resulting inequality, we can get the desired

statement (24) which completes the proof of inequality of the error estimate (24).

5. Numerical simulation and comparison

In this section, we develop the aforesaid algorithm to treat and solve FFEs (7)-(9) with

different values of the fractional-order, ν and the order of approximation, m; through the verified

numerical results. Also, a comparison with the exact solution ν = 2, is given. In addition, the

effect of the diffusive constant; α and the reactive constant; β is given. Finally, the adequacy of

the aforesaid algorithm is verified by computing the residual error function (REF) with different

values of ν and m.

The Figures 1-4 plotted the numerical simulation for the problem under study by utilizing the

aforesaid algorithm. In Figure 1, the behavior of the approximate and exact solutions is mentioned at

ν = 2, m = 3,∆τ = 0.002, α = β = 1, via distinct values of Tf = 1(a) and Tf = 1.5(b). Figure 2, is
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Figure 1. Graph of the approximate and exact solutions at m = 3 via Tf = 1(a) and Tf = 1.5(b).

Figure 2. Graph of the approximate and exact solutions at m = 6 via Tf = 1(a) and Tf = 1.5(b).

the same Figure 1 but with m = 6. In Figure 3, the behavior of the approximate solution is plotted via

distinct values of the fractional-order, ν = 2.0, 1.8, 1.6, 1.4, 1.2 at m = 6,∆τ = 0.01, α = β = 1, with

Tf = 2(a) and Tf = 5(b). Finally, in Figure 4, the behavior of the approximate solution is plotted at

m = 6, T f = 5, ∆τ = 0.005, via distinct values of the diffusive constant α = 0.25, 0.5, 0.75, 1(a) and

the reactive constant β = 0.25, 0.5, 0.75, 1(b). From these figures, we can note that the behavior of the

numerical solution depends on the values of ν and m, and this confirms that the proposed numerical

method is implemented in a good way for solving the proposed problem under study in the case of

fractional derivatives. In addition, we found that the diffusive constant and the reactive constant are

affected clearly by the behavior of the obtained solution. Likewise, these results bring to light the

reasonability convergence of the proposed method for given problem and consistent with which was

predicted in the theoretical study through the proved lemmas and theorems. In addition, to validate

our numerical solutions with τ = 0.05, T f = 0.5, α = β = 1, we compute the residual error function

(REF) via distinct values of ν = 1.8, 1.85, 1.9, and m = 3, 6, 9. From the Table 1 and all Figures 1-4, it

is evident that the overall errors can be decreased by adding new terms from the series (13).
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Figure 3. The approximate solution at m = 6 via different values of ν with Tf = 2(a) and Tf = 4(b).

Figure 4. Graph of the approximate solution at m = 6, Tf = 5 via different values of α(a) and β(b).

Table 1. A comparison of REF at Tf = 0.5 via different values of ν, m.

Current Method–REF at: Current Method–REF at:

x ν=1.8 ν=1.85 ν=1.9 m=3 m=6 m=9

0.0

0.2

0.4

0.6

0.8

1.0

4.75394E-05

3.75385E-06

1.85241E-06

1.65421E-07

4.65237E-07

3.85214E-07

7.85420E-07

7.69851E-09

9.32541E-09

0.85230E-09

3.12054E-09

4.65421E-10

8.96321E-08

0.05411E-09

2.96542E-10

9.60450E-10

8.32047E-11

6.96321E-11

1.25841E-04

6.02154E-05

0.65217E-05

8.66587E-05

0.65402E-05

1.74123E-05

0.02341E-06

1.95487E-07

8.96541E-07

1.98210E-07

1.85201E-08

7.95412E-08

4.65478E-08

4.96541E-08

7.35214E-09

4.95421E-10

7.96541E-10

3.65412E-10

6. Conclusion

The properties of the Chebyshev polynomials of the third-kind and the compact finite difference

method with order O(∆ τ)2 are addressed to reduce the fractional Fisher’s equation in the Caputo sense

12



of the solution of a linear system of algebraic equations. Here we employed the Caputo derivative because

it only needs initial condition described in terms of integer-order derivatives. The unconditional stability

of the proposed scheme is discussed and proved in an appropriate Sobolev space. From the solutions

obtained using the suggested method, we can confirm that these solutions are in excellent agreement with

the already existing ones and explain that this method is efficient and applicable to solve the aforesaid

problem effectively. It is evident that the overall errors can be decreased by adding new terms from the

series (13). Comparisons are made between approximate solutions and exact solutions to illustrate the

validity and the great potential of our numerical method.
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