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Abstract
Quantifying hydrologic exchange fluxes (HEF) and subsurface water residence times (RT) are important for managing the water quality and ecosystem health in dynamic river corridor systems. Because of limited field accessibility, numerical models typically have been used to quantify HEFs and RTs. These models, however, usually are limited to local-scale bedforms and are based on the assumption that hydrostatic pressure drives surface and subsurface water exchanges. Previous laboratory-scale experiments and models have shown that hydrodynamic pressure variations on the riverbed induced by dynamic river flows can strongly impact HEFs and RTs. In this study, the impacts of hydrodynamic pressure on HEFs and RT for a 30 km section of the Columbia River in Washington State over a three-year period were quantitatively evaluated using a coupled transient three-dimensional (3D) multi-phase surface and subsurface water flow transport approach. Based on comparisons of the model simulations with a reference case that considered only hydrostatic pressure, we found that hydrodynamic pressure significantly enhances upwelling and downwelling HEFs by 2 and 1.7 times, respectively, in the investigated river section and also leads to a reduction of the most likely RT by one order of magnitude (i.e., from hundreds of days to tens of days).

Introduction
Along a river corridor, hydrologic exchanges move water between the river and the saturated and unsaturated sediments beneath the stream channel (Harvey and Gooseff, 2015). These hydrologic exchanges play an important role in river ecosystems because the mixing of the groundwater and river water supplies nutrients and substrate that drive biogeochemical reactions (Boano et al., 2014, Cardenas, 2015, Gomez-Velez et al., 2015). Quantifying hydrologic exchange fluxes (HEF) in a large river reach is challenging given the size of the domain. Existing field measurement methods include direct measurements and inferences based on Darcy’s Law, mass balances, and/or heat transport equations (Kalbus et al., 2006). However, these measurement methods usually provide data limited to a single point or over a very small area, and much of a large river channel cannot be accessed practically to obtain such measurements. Therefore, to attain adequate representation of a reach, a very large number of measurements must be taken, which is extremely labor intensive and also physically challenging.
Residence time (RT) is the interval between the time when river water flows into the subsurface domain and then flows back into river. The RT and corresponding RT distributions (RTD) of the water have been used widely as a master variable to evaluate the biochemical potential of groundwater–river water mixing (Boano et al., 2010, Briggs et al., 2014, Gomez-Velez et al., 2015, Harvey et al., 2013, Zarnetske et al., 2011). Through stream tracer experiments, RT can be measured quantitatively, and the corresponding RTD can be derived statistically. However, similar to conducting HEF measurements, measuring RTs and statistically determining RTDs are extremely labor intensive and physically challenging for large-scale natural river evaluations.
Therefore, the use of numerical modeling for both surface-subsurface water and tracer transport has become a necessary alternative for studying HEFs and RTDs in large-scale natural river sections. For kilometer-scale river reaches and simulations of transient flows over long time periods, limitations in computational resources steer most studies to the use of a one-dimensional (1D) cross-section-averaged river model or a two-dimensional (2D) depth-averaged river model (Saint-Venant, 1871) to model transient transport of water at the river surface. Both 1D and 2D river models can provide only the hydrostatic pressures on the riverbed (Banda and Seaid, 2012, Perkins and Richmond, 2004), which depends only on the water depth. The hydrostatic pressure on the riverbed determined using a surface-water model is used as a boundary conditions to drive subsurface flow transport simulations. In these studies, the non-hydrostatic component of pressure induced by fluid dynamics were neglected (Chen et al., 2012, Chen et al., 2013). For simplicity in this paper, the non-hydrostatic component of pressure is called “hydrodynamic pressure”. However, laboratory-scale experiments and their corresponding simulations have demonstrated that hydrodynamic pressure could lead to enhanced subsurface flow transport (Zhou and Endreny, 2013, Sawyer et al., 2011), suggesting that hydrodynamic pressure or dynamical effects should not be neglected. Additionally, the impacts of neglecting hydrodynamic pressure on estimates of RTD (Song et al., 2019) are not clear for a large-scale river section. In previous work (Bao et al., 2018), we explored an alternate approach for studying the impacts of hydrodynamic pressure on HEFs for a large-scale river. In that approach, we used a river-subsurface three-dimensional (3D) computational fluid dynamics (CFD) model for simulations of 50 different steady-state cases, and transient behavior was interpolated according to the steady-state results. However, that approach is not appropriate for investigating the impacts of hydrodynamic pressure on RTDs.
Therefore, a full 3D multi-phase CFD river mode that can determine the transient hydrodynamical pressure distribution is critical for evaluating the impacts of hydrodynamic pressure on HEFs and RTDs. Fortunately, our recent work (Chen et al., 2020) has demonstrated a computationally efficient 3D multi-phase CFD river modeling approach. The model has been applied in a transient river flow simulation of a 30-km river section of the Columbia River in Washington State over a 5-year period and validated with onsite water surface elevation (WSE) measurements.
In this study, we coupled the new 3D transient surface river modeling approach (Chen et al., 2020) with the PFLOTRAN subsurface transport model to investigate HEFs and the RTD in the 6 × 7.5 km subdomain within the same 30-km river section over a 3-year period. To quantitatively identify the impact of the hydrodynamic pressure on HEFs and RTD, we conducted a reference simulation using only hydrostatic pressure to drive the subsurface flow transport simulation in the same domain and time period. To our knowledge, this is the first documented modeling approach and quantitative evaluation of the impacts of hydrodynamic pressure on HEFs and RTD for large-scale river section over a long time period. In Section 2, we introduce the study domain and the modeling methodology, including the surface and subsurface numerical simulation methods, the coupling strategy, and the particle-tracking method to estimate the RTD. The simulation results, together with the comparison against the traditional hydrostatic pressure driven subsurface flow transport simulation results are discussed in Section 3.
Study Domain and Methodology
Study Domain
The study domain is located along the Columbia River, the largest river in the Pacific Northwest region of the United States. The drainage area is around 668,000 km2 and extends into seven U.S. states and a Canadian province. Figure 1 shows the location of the study domain. The upper left corner of Figure 1 shows the Columbia River section in Washington State, and the lower left corner of Figure 1 shows the section of the river known as the Hanford Reach, which flows through the U. S. Department of Energy Hanford Site. The right part of Figure 1 shows the study domain with the bathymetry and ground elevation, which is from the LiDAR (Cracknell and Hayes, 2007) measured digital elevation model. The elevation is based on the North American Vertical Datum of 1988 (NAD88). The red block is the domain for OpenFOAM (OpenCFD, 2017) river water modeling, and the yellow block is the domain for PFLOTRAN (Hammond et al., 2014, Bisht et al., 2017, Lichtner et al., 2017) subsurface water and transport modeling. The river section in the red block is about 30 km, and the subsurface modeling focuses on the 6 × 7.5 km domain (yellow block). There are six onsite measuring locations in this study domain to record the river WSE, as marked in Figure 1. They are named as 100B, 100N, 100D, Locke Island (LI), 100H, and 100F. The measured WSEs were used for the river water modeling calibrations and validations.
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[bookmark: _Ref28688821]Figure 1: Sketch of the location of the study domain; bathymetry, and ground elevation.
OpenFOAM CFD for River Surface-Water Simulations
We used the open-source CFD software OpenFOAM (OpenCFD, 2017) for the multi-phase 3D transient river water flow simulations. The numerical model solves the mass and momentum conservation equations for fluid dynamics. The mass conservation equation is:
	,
	


where  is the fluid density,  is the velocity vector, and  is time. We used the volume-of-fluid method to track the water-air interface of the river flow (Hirt and Nichols, 1981, Deshpande et al., 2012, Yazdi et al., 2010). The volume-of-fluid method uses a scalar field  to represent the fraction of liquid in each simulation grid. In the scalar field,  means the grid cell is fully filled with water, and  means the grid cell is fully filled with air. Therefore, the density and viscosity of each simulation grid cell can be calculated by  and .  and  are the density of liquid and gas phases, respectively. The terms  and  are the viscosity of liquid and gas phases, respectively. The transportation of  is governed by:
	,
	


where  is an artificial velocity used to reduce numerical diffusion and computational costs (Deshpande et al., 2012). In this study, we resolved turbulent flow using a time averaged Navier-Stokes equation with  shear stress transport model (Menter et al., 2003, Wilcox, 2006, Reynolds, 1895, Liu et al., 2012, Versteeg and Malaasekera, 1995).
	,
	


where  is surface tension coefficient,  is the water-air interface curvature, and  is gravity acceleration. The term  denotes hydrodynamic pressure, or called non-hydrostatic pressure, and is defined as , where  is called total pressure in this study, which is the pressure applied on a solid surface with fluid flowing over. The term µt in the expression  is the dynamic turbulent viscosity, where in the expression  is turbulent kinetic energy and  is specific dissipation rate. The values of  and  are determined through a  shear stress transport model (Menter et al., 2003, Wilcox, 2006, Reynolds, 1895, Liu et al., 2012, Versteeg and Malaasekera, 1995). For the boundary conditions on the solid surface (riverbed), the velocity in the first simulation grid next to the riverbed is estimated according to turbulence boundary layer theory for rough surfaces (Schlichting, 1979, Chen et al., 2020). The inlet and outlet boundaries are marked with black arrows in Figure 1. For this study, we derived the inlet and outlet boundary conditions for the velocity and river stage in this study from a previously calibrated cross-section averaged river model 1D Modular Aquatic Simulation System (MASS1) simulation (Richmond and Perkins, 2009). Figure 2 shows the inlet and outlet river flow velocity and stage derived from MASS1 simulations for the OpenFOAM transient and full 3D river flow simulations for years 2011 to 2015. We provide more details about the methods used for the investigated river section simulations in our previous publications (Chen et al., 2020).
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[bookmark: _Ref28940791]Figure 2: Inlet and outlet river flow velocity and stage derived from MASS1 simulations
PFLOTRAN For Subsurface Flow and Transport Simulations
PFLOTRAN is an open-source, state-of-the-art massively parallel subsurface flow and reactive transport code (Hammond et al., 2014, Bisht et al., 2017, Lichtner et al., 2017). Subsurface variably saturated flow is governed by Richard’s equation (Richards, 1931):
	,
	

	,
	


where is porosity,  is the volume fraction of water,  is water density, and  is fluid velocity in the subsurface or Darcy velocity. The term  is the intrinsic saturated permeability, and  is the relative permeability. The term  is acceleration of gravity,  is height, and  is the source/sink term. In this study, we used van Genuchten capillary properties to estimate the relative permeability according to the relationships shown below (Genuchten, 1980):
	
	

	
	

	
	


where  is effective saturation,  is the atmospheric pressure,  is the residual saturation,  is the inverse of air entry pressure, and  and  are shape factors of the soil water characteristics, which are related by .
The top surface of the subsurface simulation domain is the riverbed matching the one used in the surface river water modeling described in Section 2.3. Therefore, the total pressure () and volume fraction of water () were imported from OpenFOAM surface river water modeling. More details about the surface and subsurface water simulation coupling are discussed in Section 2.4. We derived the four-side boundary conditions of the subsurface modeling domain from the reach-scale subsurface simulation reported by Shuai et al. (Shuai et al., 2019).
Coupling of River Surface-Water and Subsurface-Water Simulations
In this study, we modeled the surface and subsurface as two separate domains as shown in Figure 3a. For the surface-water subdomain, we used OpenFOAM to simulate the transient full 3D river flow by solving the equations introduced in Section 2.2, which model both the water phase and air phase. As shown in Figure 3a, the surface modeling domain is in edge region defined by dotted lines.
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[bookmark: _Ref28876411]Figure 3: Sketch of the surface and subsurface simulation domains (a); and the one-way coupling approach (b).
The river surface-water cross section is shown in light blue, and the air above is depicted in light gray. As discussed in Section 2.2, we used the full 3D multi-phase CFD model to simulate the surface domain over the 2013–2015 time period. The total pressure () and volume fraction of water () distribution on the riverbed coupling boundary (see the red line in Figure 3a) was extracted from the simulation results on an hourly time interval as shown in Figure 3b. The subsurface subdomain was modeled by PFLOTRAN as described in Section 2.3. As shown in Figure 3a, the subsurface domain is bounded by the solid black line in Figure 3a. The dark blue area represents the saturated zone, and the dark gray area represents the unsaturated subsurface region. In our PFLOTRAN simulation, we used the hourly total pressure () and volume fraction of water distribution () on the riverbed, extracted from OpenFOAM simulation, to assign the total pressure as boundary conditions for PFLOTRAN riverbed cells that have surface water on top (assuming α > 0.8). For the simulation, we used linear interpolation to estimate the pressure and volume fraction of the water values between the two imported distributions at intermediate time steps. The surface domain covers a much larger area than the subsurface domain (the red and yellow blocks shown in Figure 1). We used this coupling strategy to avoid undue influence of inlet and outlet boundary effects in the surface-water flow simulation on the subsurface flow transport simulation. The strategy therefore is a one-way coupling approach because fluxes on the riverbed do not feed back into the surface flow region. The strategy is based on the assumption that the magnitude of the HEF volumetric flux (~0.075 m3/s) is negligible compared to the river discharge (~4000 m3/s) in the investigated river channel.
Particle-Tracking Model for Subsurface Water Transport
To quantify the RTD, we adopted a classical semi-analytical particle-tracking scheme (Pollock, 1994) to simulate the hydrological exchange pathways. This forward particle-tracking scheme tracks particles from one cell to the next until the particle satisfies a termination criterion (e.g., a particle reaches a model boundary or the vadose zone). To cover an adequate range of advection paths, we randomly released 100 million numerical particles from 100 thousand locations on the riverbed over 1000 times from October 2013 to October 2014. We conducted convergence tests to ensure that the number of released particles were large enough to provide consistent results.
We defined the particle RT as the period that elapsed between the time a particle entered the riverbed and then exited back into the river channel. Particle RTs were weighted by the fluxes corresponding to the location and time when it was released to estimate the cumulative RTD (CRTD) as:
	,
	


where  is the empirical cumulative distribution,  is the number of particles, is the Darcy flux when and where the particle  is released,  is the particle RT,  is the indicator of event . The CRTD  then was used to derive the RTD, , as:
	.
	


Results
River Surface-Water Simulations and Validation
As shown in Figure 1, the horizontal dimension of the river surface-water simulation domain is 20 km  12 km with a water depth ranging from 0 m to 20 m. To balance the computational costs and accuracy of transient CFD simulation for long time periods (i.e., years) in the large river reach, we used uniform structured rectangular hexahedron cells to mesh the study domain. The dimensions of each cell are 20 m  20 m  1 m, and ~1.2 million cells are used for the whole surface-water simulation domain. A distributed roughness field on the riverbed was calibrated to match modeled WSEs with observed WSEs at six locations as shown in Figure 1.
We used observations of WSE data in 2011 (Figure 2, regions between blues lines, January 20 to February 16) to calibrate the surface-water CFD model through adjustments of riverbed roughness parameters. Figure 4a shows the comparison of the WSE time series in 2011. The colored solid lines are simulated WSEs at different observation locations, and the black doted lines are the observed WSEs. In Figure 4(a), only WSEs from January 20 to February 16 were used for riverbed roughness calibrations. We used WSEs from May to December 2011 to validate the short-term predictions, which used the same calibrated roughness values without further adjustments. The relative mean error to water depth at each measuring location (i.e., 100B, 100N, LI, 100H and 100F) are -2.3%, -2.3%, 2.13%, 2.6%, and 1.44%, respectively. With the same calibrated roughness, the model simulated the surface-water flow for the long-term period spanning 2013 to 2015. For this long-term prediction, the observation data are available at location 100B for only the limited duration shown by the black line shown in Figure 4b. The simulated WSE can match the available observation data very well, and the relative mean error to mean water depth is 4.6%. We provide detailed discussions about model implementation, calibration, and validation in our previously published work (Chen et al., 2020).
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[bookmark: _Ref28963380]Figure 4: Surface-water model calibration and validation.(a) is WSE comparison at the six observation locations in 2011 for model calibration and short-term prediction validation; (c) is the WSE comparison at the location 100B in 2013 and 2014.
Subsurface Water and Transport
After validating the surface river water simulation for years 2013 to 2015 as discussed above, we extracted the hourly total pressures and volume fractions of water on the riverbed and imported the data into PFLOTRAN as described in Section 2.4. Figure 5a shows the subsurface domain and its soil type property distribution for this study. Four main soil types comprise the subsurface: Hanford, Taylor Flats, Ringold E, and Ringold LM. The permeability and porosity for these four soil types are listed in Table 1 (Newcomb and Brown, 1961, Newcomb et al., 1972, Thorne et al., 2006, Zachara et al., 2012, USDOE, 2010).
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[bookmark: _Ref29202043]Figure 5: Subsurface properties distribution for the study domain (a); and comparison between the OpenFOAM and MASS2 simulated WSEs in 2011 to 2015.
[bookmark: _Ref29202573]Table 1: Subsurface soil properties for the study domain.
	Soil type
	Permeability (m2)
	Porosity

	Hanford
	 (X and Y)
 (Z)
	0.2

	Taylor Flats
	 (X and Y)
 (Z)
	0.43

	Ringold E
	 (X and Y)
 (Z)
	0.25

	Ringold LM
	 (X and Y)
 (Z)
	0.43



We used a uniform structured cell to mesh the subsurface domain. The cell size is 10  10  1 m, and there were totally about 15 million cells for the study domain. PFLOTRAN subsurface simulations were implemented on 1536 cores of high-performance computing (HPC) cluster on the Cascade supercomputer at the William R. Wiley Environmental Molecular Sciences Laboratory) (EMSL, 2020). The solution time at 24 hours wall clock computational time was approximately 1 month.
To quantitatively identify the effects of hydrodynamic pressure on subsurface flow transport, we also simulated a reference case in which we used the river WSE determined from the MASS2 simulation (Perkins and Richmond, 2004). MASS2 is a 2D depth-averaged river model, so it only provides the hydrostatic pressure to the PFLOTRAN subsurface flow and transport simulation. Figure 5b shows the one-to-one plot comparing the simulated WSEs determined from OpenFOAM and MASS2 modeling over the 2011–2015 period. There is no obvious system bias between the predictions provided by these two models, which means the main pressure distribution difference between the two models is hydrodynamic pressure. Except for the pressure distribution applied on the top boundary for the subsurface simulation, all other setup conditions were the same for the both the MASS2-PFLOTRAN and the OpenFOAM-PFLOTRAN simulations.
Figure 6 shows HEFs on the riverbed for three snapshots at 3650 (low stream flow on 02-Jun-2014 01:00:00), 6350 (high stream flow on 22-Sep-2014 13:00:00), and 6500 (medium stream flow on 28-Sep-2014 19:00:00) hours since January 1, 2014. In the figure, negative values represent downwelling fluxes on the riverbed, which means river water is moving into the subsurface domain. Positive flow values represent upwelling fluxes, which means subsurface water is flowing back into the river. Figure 6a, c, and e show HEF simulation results using only hydrostatic pressure from the MASS2 simulation, and Figure 6b, d, and f show simulated fluxes on the riverbed using total pressure (i.e., the combined hydrostatic and hydrodynamic pressure) from the OpenFOAM simulation. Generally, Figure 6 shows that hydrodynamic pressure induces stronger upwelling fluxes and slightly enhances the downwelling fluxes.
The low flow snapshots (Figure 6a and b) shows that hydrodynamic pressure slightly enhances upwelling fluxes at the center of the river channel within the region defined by the blue block in Figure 6b and also slightly enhances downwelling fluxes near the shore line within the same blue blocked region in Figure 6b. For the high flow regions (Figure 6c and d), the upwelling flux is significantly enhanced by hydrodynamic pressure on the riverbed at the center of the river channel, as shown in the red blocked regions shown in Figure 6d. These enhanced upwelling fluxes also are evident for the medium flow case shown in Figure 6e and f.
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[bookmark: _Ref29205130][bookmark: _Ref29205125]Figure 6: HEFs on the riverbed.(a), (c), and (e) are the HEFs on the riverbed from MASS2-PFLOTRAN simulation at the 3650, 6350, and 6500 hours since January 1, 2014, respectively;.(b), (d), and (f) are the HEFs on the riverbed from OpenFOAM-PFLOTRAN simulation at the 3650, 6350, and 6500 hours since January 1, 2014, respectively.
Figure 7 shows the time series of the spatial averaged HEFs on the riverbed during the 2013–2015 period.
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[bookmark: _Ref30422301]Figure 7: Averaged HEFs on the riverbed during the 2013–2015 study period: (a) is downwelling HEF; (b) is upwelling HEF; and (c) is net HEF.
Similar to the convention used in Figure 6, positive values represent upwelling fluxes and negative values represent downwelling fluxes. For the 2013–2015 period, the temporal averaged downwelling from the MASS2-PFLOTRAN simulation (Figure 7a) was approximately 0.0024 m/h and from the OpenFOAM-PFLOTRAN simulation was 0.004 m/h. Similarly, for the same 2013–2015 period, the temporal averaged upwelling (Figure 7b) was approximately 0.0026 m/h from the MASS2-PFLOTRAN simulation and 0.0055 m/h from the OpenFOAM-PFLOTRAN simulation. For the net flux on the riverbed (Figure 7c), the temporal averaged flux from the subsurface to the river was 0.000025 m/h according to the MASS2-PFLOTRAN simulation and 0.0015 m/h according to the OpenFOAM-PFLOTRAN simulation. These results indicate that the hydrodynamic pressure significantly enhances water exchange between the river and subsurface domains. According to the Bernoulli principle (Darrigol and Frisch, 2008), this enhanced upwelling would be expected. Although Bernoulli’s principle was derived for isentropic flows and the realistic river flow is not strictly isentropic flows, the principle still can provide an approximate explanation for this enhanced upwelling flux. The fluid pressure decreases when the flow speed increases by , where  is the equivalent water head reduction on the riverbed due to the river flow,  is the stream velocity, and  is the gravity acceleration. In the river section we investigated, the average river flow velocity varies between 0.5 and 2 m/s. This means the flow can reduce the total pressure on the riverbed equivalent to between 0.01 and 0.2 m river water depth. This equivalent reduction on the river water depth drives subsurface water flow into the river stream more. Additionally, in sub-channels within the red blocked regions shown in Figure 6d, the local stream velocity is around 5 m/s during high flow conditions, which is equivalent to approximately a 1.3 m river water depth reduction for the pressure on the riverbed. This leads to high upwelling flux in the center of the river stream channel during high and medium flow conditions as shown in Figure 6.
Particle Tracking and RTD
Using the transient subsurface water transport simulation results discussed in Section 3.2, we extracted all hourly subsurface flow velocity data and then imported it into the particle-tracking model as described in Section 2.5. Figure 8a shows all trajectories in the subsurface domain for particles released during the simulated time period. Trajectories represented by cold colors (i.e., dark purple) represent shorter RTs while warm colors (i.e., yellow) represent longer RTs. To quantitatively evaluate the impacts of the hydrodynamic pressure on the RT, we used the RTD as discussed in Section 2.5 to summarize all trajectories (between 2014 and 2015) statistically. Additionally, based on the work of Hou et. al. [46], the investigated river section can be divided into several sub-domains according seven hydromorphic units (HU) classes that include “run,” “fast glide,” “pool,” “slow glide,” “riffle transition,” “slack water,” and “riffle.” Figure 8b shows the distribution of these HUs the investigated domain. The impacts of the hydrodynamic pressure also are evaluated for each HU.
	[image: ]
	[image: ]

	(a)
	(b)


[bookmark: _Ref29216991]Figure 8: (a) Example of particle trajectories in the subsurface domain. (b) HU distribution map for the investigated river section and subsurface domain.
Figure 9a and b show the RTDs of each HU and the whole study domain for the MASS2-PFLOTRAN and OpenFOAM-PFLOTRAN simulated subsurface flows, respectively.
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[bookmark: _Ref30429023]Figure 9: Resident time distribution for MASS2-PFLOTRAN (a); and OpenFOAM-PFLOTRAN (b).
The gray areas are the original probability distributions. To more clearly illustrate the mostly likely RTs, we used a Gaussian mixture model to decompose the original probability distributions into three modes (shown as the green, blue, and red dashed lines). Generally, the whole reach RTDs (lower-right subplot) determined by the two models are quite different. Without considering the hydrodynamic pressure on the riverbed (MASS2-PFLOTRAN model), the mostly likely RT (highest peak in the distribution) is approximately 100 days. However, when the impacts of hydrodynamic pressure are considered (OpenFOAM-PFLOTRAN model), the mostly likely RT is approximately tens of days, which is a one order of magnitude reduction RT. This means hydrodynamic pressure significantly enhances water exchanges between the river and the subsurface. For each HU class, hydrodynamic pressure has more impact on certain HU classes. For example, in the HU “pool” and “slack water” classes, hydrodynamic pressure reduces the mostly likely RT from hundreds of days to a few hours. This is mainly because the locations of the “pool” and “slack water” classes in the investigated river reach are near river channels that have enhanced upwelling fluxes. Particles released in the “pool” and “slack water” regions were quickly driven to nearby high upwelling fluxes river channels and flow back to the river stream. In the “fast glide” and “riffle,” HU classes, hydrodynamic pressure reduces the mostly likely RT from hundreds of days to tens of days. Please note that, as shown in Figure 8b, the cover area of each HU class is quite different, and the “riffle” class covers the most area in the investigated domain, which dominates the whole domain RTD. As shown in Figure 6, due to hydrodynamic pressure, regions with enhanced upwelling flux fairly well overlap with “riffle” regions as shown in Figure 8b. The enhanced upwelling fluxes help move praticles from the subsurface to the river and thus shorten the residence time, which reduces the mostly likely RT in the assosicated RTDs.
Conclusions and Discussion
In this study, we used the proposed one-way coupled river and subsurface water transport models to quantitatively evaluate the impacts of hydrodynamic pressure on HEFs and RTDs for a large-scale river section over a long time period. We used river and subsurface water transport models, both of which are full 3D transient multi-phase models. The proposed river surface-water flow model can provide detailed transient hydrodynamic pressure distribution on the riverbed for a high-resolution bathymetry covering a long section of river (~30 km) over a long time period (~3 years). Although still computationally expensive, using the capacity of an HPC cluster makes running the proposed model computationally affordable for the investigated domain and time period. The computational cost of the surface-water simulation was approximately 1 million CPU core hours on the HPC cluster used in this study. The subsurface flow model used the 3-year transient pressure and saturation distribution as boundary conditions to drive the subsurface transport simulation. To our knowledge, this is the first reporting of results that used the total pressure, including both hydrostatic and hydrodynamic pressure, as boundary conditions for a long (3-year) time period subsurface simulation. The computational cost of the subsurface simulation was approximately 1.3 million CPU core hours on the HPC cluster used in this study.
Based on our simulation results, hydrodynamic pressure significantly enhances upwelling fluxes, especially during high and medium river flow conditions for “riffle” class regions. For the 2013–2015 study period, hydrodynamic pressure increases the upwelling flux by a factor of 2 on average, increases the downwelling flux about 1.7 times on average, and increases the net flux approximately 6 times from the subsurface into river. This enhanced net flux into the river steam can be explained by the Bernoulli principle. The proposed particle-tracking model provides for direct measurement of the RT of the water in the subsurface domain. By tracking 100 million particles, RTDs were derived for simulations both with and without considering hydrodynamic pressure. Upwelling fluxes enhanced by hydrodynamic pressure help move particles from the subsurface to the river stream, and RT tends to be reduced. The RTD shows that the hydrodynamic pressure can significantly reduce the RT. For the investigated river section, the most likely RT is reduced by one order of magnitude from hundreds of days to tens of days. This indicates that for the river section we investigated, the hydrodynamic pressure should not be neglected, and future subsurface reaction transport studies should consider the reduced RT as the control factor.
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