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Abstract The purpose of this paper is by using the shrinking projection method to introduce

and study an iterative process to approximate a common solution of split variational inclusion

problem and fixed point problem for an asymptotically nonexpansive semigroup in real Hilbert

spaces. Further, we prove that the sequences generated by the proposed iterative method converge

strongly to a common solution of split variational inclusion problem and fixed point problem for

an asymptotically nonexpansive semigroup. As applications, we shall utilize the results to study

the split optimization problem and the split variational inequality.
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1 Introduction

Throughout the paper, unless otherwise stated, let H, H1, H2 be three real Hilbert spaces,
C be a nonempty, closed and convex subset of H.

Recall that a mapping T : C → C is said to be asymptotically nonexpansive if there
exists a sequence {kn} ⊂ [1,∞) with kn → 1 such that

||Tnx− Tny|| ≤ kn||x− y|| ∀n ≥ 1, x, y ∈ C.

A family T : = {T (s) : 0 ≤ s < ∞} of mappings from C into itself is called asymp-
totically nonexpansive semigroup on C (respectively, nonexpansive semigroup on C), if it
satisfies the following conditions:

(i) T (0)x = x for all x ∈ C;

(ii) T (s+ t) = T (s)T (t) for all s, t ≥ 0;

(iii) There exists a sequence {kn} ⊂ [1,∞) (respectively, {kn = 1} ) such that kn → 1
and satisfying the following condition

||Tn(s)x− Tn(s)y|| ≤ kn||x− y|| ∀x, y ∈ C n ≥ 1 and s ≥ 0;
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(iv) for all x ∈ C, s 7→ T (s)x is continuous.

The set of all the common fixed points of a semigroup T is denoted by Fix(T), i.e.,

Fix(T) := {x ∈ C : T (s)x = x, 0 ≤ s <∞} =
⋂

0≤s<∞ Fix(T (s)),

where Fix(T (s)) is the set of fixed points of T (s), s ≥ 0.

Recall that a mapping T : H1 → H1 is said to be

(i) monotone, if
〈Tx− Ty, x− y〉 ≥ 0, ∀x, y ∈ H1;

(ii) α-strongly monotone, if there exists a constant α > 0 such that

〈Tx− Ty, x− y〉 ≥ α||x− y||2, ∀x, y ∈ H1;

(iii) firmly nonexpansive, if

||Tx− Ty||2 ≤ 〈Tx− Ty, x− y〉, ∀x, y ∈ H1. (1.1)

Remark 1.1 It is easy to see that the definition of firmly nonexpansive mapping is
equivalent to the following

(iii)
′
T : C → C is said to be firmly nonexpansive, if

||Tx− Ty||2 ≤ ||x− y||2 − 〈x− y, (x− Tx)− (y − Ty)〉, ∀x, y ∈ C. (1.2)

(iv) Recall that a multi-valued mapping M : H1 → 2H1 is said to be monotone, if for
all x, y ∈ H1, u ∈Mx and v ∈My such that

〈x− y, u− v〉 ≥ 0.

(v) A monotone mapping M : H1 → 2H1 is said to be maximal, if the Graph(M) is
not properly contained in the graph of any other monotone mapping.

It is known that a monotone mapping M is maximal if and only if for (x, u) ∈ H1×H1,
〈x− y, u− v〉 ≥ 0, for every (y, v) ∈ Graph(M) implies that u ∈Mx.

Let M : H1 → 2H1 be a multi-valued maximal monotone mapping. Then, the resolvent
mapping JMλ : H1 → H1 associated with M , is defined by

JMλ (x) := (I + λM)−1(x), ∀x ∈ H1, (1.3)

for some λ > 0, where I stands identity operator on H1.

We note that for all λ > 0 the resolvent operator JMλ is single-valued, nonexpansive
and firmly nonexpansive.

Recently, Moudafi [1] introduced the following split variational inclusion problem (in
short, SVIP): Find x∗ ∈ H1, y∗ = Ax∗ ∈ H2 such that

0 ∈ B1(x∗) and 0 ∈ B2(y∗), (1.4)

where A : H1 → H2 is a bounded linear operator, B1 : H1 → 2H1 and B2 : H2 → 2H2 are
multi-valued maximal monotone mappings.



Split variational inclusion problem and fixed point problem 3

From the definition of resolvent mapping JMλ , we have the following technical lemma.

Lemma 1.2 SVIP (1.4) is equivalent to find x∗ ∈ H1, y∗ = Ax∗ ∈ H2 such that

x∗ ∈ Fix(JB1
λ ) and y∗ ∈ Fix(JB2

λ ) for some λ > 0. (1.5)

In the sequel, we denote the solution set Ω of problem (1.4) or (1.5) by

Ω : = {x∗ ∈ H1, y
∗ = Ax∗ ∈ H2 such that x

∗ ∈ B−1
1 (0), Ax∗ ∈ B−1

2 (0)}
= {x∗ ∈ H1, y

∗ = Ax∗ ∈ H2 such that x
∗ ∈ Fix(JB1

λ ), Ax∗ ∈ Fix(JB2
λ )}.

(1.6)

Moudafi [1] also introduced an iterative method for solving SVIP (1.4), which can be
seen as an important generalization of an iterative method given by Censor et al. [2]
for split variational inequality problem. As Moudafi notes in [1], SVIP (1.4) includes as
special cases, the split common fixed point problem, split variational inequality problem,
split zero problem and split feasibility problem [1 - 6] which have already been studied and
used in practice as a model in intensity-modulated radiation therapy treatment planning,
see [5, 6]. This formalism is also at the core of modeling of many inverse problems arising
for phase retrieval and other real-world problems; for instance, in sensor networks in
computerized tomography and data compression; see e.g. [7,8].

In 2012 Byrne et al. [4] studied the weak and strong convergence of the following
iterative method for SVIP (1.4): For given x0 ∈ H1, compute iterative sequence {xn}
generated by the following scheme:

xn+1 = JB1
λ (xn + γA∗(JB2

λ − I)Axn), (1.7)

for λ > 0.

Very recently, Kazmi and Rizvi [9] studied the strong convergence of the following
iterative method for split variational inclusion problem and fixed point problem for a
nonexpansive mapping S:{

un = JB1
λ (xn + γA∗(JB2

λ − I)Axn);

xn+1 = αnf(xn) + (1− αn)Sun,
(1.8)

for λ > 0.

Motivated by the work of Moudafi [1], Byrne et al.[4], Kazmi and Rizvi [9], Deepho et
al [10] and Sitthithakerngkiet et al [11], the purpose of this paper is by using the shrinking
projection method to introduce and study an iterative process to approximate a common
solution of split variational inclusion problem and fixed point problem for an asymptoti-
cally nonexpansive semigroup in real Hilbert spaces. Further, we prove that the sequences
generated by the proposed iterative method converge strongly to a common solution of
split variational inclusion problem and fixed point problem for a asymptotically nonexpan-
sive semigroup. The results presented in this paper are an extension and generalization of
the previously known results in related topic.
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2 Preliminaries

In this section, we recall some concepts and lemmas which will be used in proving our
main results.

Let C be a nonempty closed and convex subset of H. For each x ∈ H, the (metric)
projection PC : H → C is defined as the unique element PCx ∈ C such that

||x− PCx|| = infy∈C ||x− y||.

It is well known that for any given x ∈ H, y = PC(x), if and only if

〈y − z, x− y〉 ≥ 0, for each z ∈ C, (2.1)

and PC is a firmly nonexpansive mapping from H onto C, that is,

‖PCx− PCy‖2 ≤ 〈PCx− PCy, x− y〉. (2.2)

Recall that a mapping T : C → H is said to be α-inverse strongly monotone, if there
exists α > 0 such that

α‖Tx− Ty‖2 ≤ 〈x− y, Tx− Ty〉,∀x, y ∈ C. (2.3)

This implies that each firmly nonexpansive mapping is 1-inverse strongly monotone. Also
it is easy to prove that the following result holds.

Lemma 2.1 If T : C → H is α-inverse strongly monotone, then for each λ ∈
(0, 2α], I − λT is a nonexpansive mapping of C into H (see, for example, [12]).

Lemma 2.2 Let H be a real Hilbert space, then the following result holds:

‖tx+ (1− t)y‖2 = t‖x‖2 + (1− t)‖y‖2 − t(1− t)‖x− y‖2

for all x, y ∈ H and for all t ∈ [0, 1].

Lemma 2.3 [13] Let H be a real Hilbert space, C be a nonempty closed convex subset
of H, and S : C → C be an asymptotically nonexpansive mapping. If the set of fixed
points Fix(S) of S is nonempty, then it is closed and convex, and the mapping I − S is
demiclosed at zero, that is, for any sequence {xn} in C such that {xn} converges weakly
to x̄ and ||xn − Sxn|| → 0, then x̄ ∈ Fix(S).

3 Main Results

In this section, we shall prove a strong convergence theorem based on the proposed iterative
method for computing the common approximate solution of SVIP (1.4) and fixed point of
the asymptotically nonexpansive semigroup T = {T (s) : 0 ≤ s <∞}.

Throughout this section we assume that

(1) H1 and H2 are two real Hilbert spaces;
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(ii) A : H1 → H2 is a bounded linear operator, A∗ is the adjoint of A and it is strongly
positive, i.e., there exists an constant γ > 0 such that

〈A∗x, y〉 ≥ γ||x||||y||, ∀y ∈ H1, and x ∈ H2.

(iii) B1 : H1 → 2H1 and B2 : H2 → 2H2 are two maximal monotone mappings;

(iv) JB1
λ : H1 → H1 and JB2

λ : H2 → H2 are the resolvent mappings associated with
B1 and B2 defined by (1.3), respectively;

(v) T = {T (s) : 0 ≤ s <∞} : H1 → H1 is an asymptotically nonexpansive semigroup.

First, we give the following lemma.

Lemma 3.1 Let H1, H2, A, A
∗, B1, B2, J

B1
λ , JB2

λ be the same as above. Let L be

the spectral radius of the operator A∗A and γ ∈ (0, 2
L). Then (I − γA∗(I − JB2

λ )A) and

JB1
λ (I − γA∗(I − JB2

λ )A) both are nonexpansive mappings.

Proof Since JB2
λ is firmly nonexpansive, (I−JB2

λ ) is also firmly nonexpansive. Hence
it is 1−inverse strongly monotone. So we have

‖(I − JB2
λ )Ax− (I − JB2

λ )Ay‖2

= ‖Ax−Ay‖2 − 2〈Ax−Ay, JB2
λ Ax− JB2

λ Ay〉+ ‖JB2
λ Ax− JB2

λ Ay‖2

≤ ‖Ax−Ay‖2 − 〈Ax−Ay, JB2
λ Ax− JB2

λ Ay〉
= 〈Ax−Ay, (I − JB2

λ )Ax− (I − JB2
λ )Ay〉, ∀x, y ∈ H1.

(3.1)

It follows from (3.1) that

‖A∗(I − JB2
λ )Ax−A∗(I − JB2

λ )Ay‖2

≤ L||(I − JB2
λ )Ax− (I − JB2

λ )Ay‖2

≤ L〈Ax−Ay, (I − JB2
λ )Ax− (I − JB2

λ )Ay〉
= L〈x− y,A∗(I − JB2

λ )Ax−A∗(I − JB2
λ )Ay〉 ∀x, y ∈ H1.

(3.2)

This implies that A∗(I − JB2
λ )A is a 1

L−inverse strongly monotone mapping. Since γ ∈
(0, 2

L), by Lemma 2.1, I − γA∗(I − JB2
λ )A is a nonexpansive mapping. So is JB1

λ (I −
γA∗(I − JB2

λ )A). This completes the proof of Lemma 3.1.

Theorem 3.2 Let H1, H2, A, A
∗, B1, B2, J

B1
λ , JB2

λ be the same as in Lemma 3.1.
Let T = {T (s) : 0 ≤ s < ∞} : H1 → H1 be an asymptotically nonexpansive semigroup
with sequence {kn} ⊂ [1,∞) and kn → 1 as n→∞. Denote by Γ : =Fix(T)

⋂
Ω, where Ω

is the solution set of problem (1.4) defined by (1.6). For an initial point x0 ∈ H1, C1 = H1,
x1 = PC1x0, generate a sequence {xn} by

un = JB1
rn (I − γA∗(I − JB2

rn )A)xn,

yn = αnxn + (1− αn)
1

sn

∫ sn

0
Tn(s)unds

Cn+1 = {z ∈ Cn : ‖yn − z‖2 ≤ ‖xn − z‖2 + θn}
xn+1 = PCn+1x0,∀n ≥ 1

(3.3)
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where θn = (1 − αn)(k2
n − 1) sup{‖xn − u‖2 : u ∈ Γ}, {sn} is a sequence of positive

numbers. 0 < a ≤ αn < c < 1 for all n ≥ 1, 0 < b ≤ rn < +∞, γ ∈ (0, 2
L). L is the

spectral radius of the operator A∗A. If the following conditions are satisfied:

(1) Γ : =Fix(T)
⋂

Ω 6= ∅ and is bounded;

(2) lim supn→∞ || 1
sn

∫ sn
0 Tn(s)xnds− T (h)( 1

sn

∫ sn
0 Tn(s)xnds)|| = 0, for each h > 0,

then the sequence {xn} generated by (3.3) strongly converges to a point x∗ ∈ Fix(T)
⋂

Ω.

Proof We divide the proof of Theorem 3.2 into five steps.

Step 1. We show that Cn is closed and convex for each n ≥ 1.

In fact, since the inequality ||yn − z||2 ≤ ||xn − z||2 + θn is equivalent to

2〈xn − yn, z〉 ≤ ||xn||2 − ||yn||2 + θn,

and z 7→ 2〈xn − yn, z〉 is a continuous and convex function. Therefore for each n ≥ 1, Cn
is a convex and closed subset in H1.

Step 2. Now we prove that Fix(T)
⋂

Ω ⊂ Cn,∀n ≥ 1.

Let p ∈ Fix(T)
⋂

Ω, then p = T (s)p, ∀s ≥ 0, JB1
rn p = p, JB2

rn Ap = Ap, and so
(I − γA∗(I − TF2

rn )A)p = p. It is obvious that Fix(T)
⋂

Ω ⊂ C1. Let Fix(T)
⋂

Ω ⊂ Cn
for some n ≥ 2, by mathematical induction, now we prove that Fix(T)

⋂
Ω ⊂ Cn+1. In

fact, it follows from (3.3) and Lemma 3.1 that

‖un − p‖ = ‖JB1
rn (I − γA∗(I − JB2

rn )A)xn − JB1
rn (I − γA∗(I − JB2

rn )A)p‖
≤ ‖(I − γA∗(I − JB2

rn )A)xn − (I − γA∗(I − JB2
rn )A)p‖

= ‖xn − p‖.
(3.4)

Also it follows from (3.3), (3.4), and Lemma 2.2 that

‖yn − p‖2 = ‖αnxn + (1− αn)(
1

sn

∫ sn

0
Tn(s)unds)− p‖2

= αn‖xn − p‖2 + (1− αn)‖ 1

sn

∫ sn

0
(Tn(s)un − p)ds‖2

− αn(1− αn)‖xn −
1

sn

∫ sn

0
Tn(s)unds||2

≤ αn‖xn − p‖2 + (1− αn)(
1

sn

∫ sn

0
||Tn(s)un − p||ds)2

− αn(1− αn)‖xn −
1

sn

∫ sn

0
Tn(s)unds||2

≤ αn‖xn − p‖2 + (1− αn)k2
n||un − p||2

− αn(1− αn)‖xn −
1

sn

∫ sn

0
Tn(s)unds||2

≤ αn‖xn − p‖2 + (1− αn)k2
n||xn − p||2

= ‖xn − p‖2 + (1− αn)(k2
n − 1)||xn − p||2

≤ ‖xn − p‖2 + θn.

(3.5)
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where
θn = (1− αn)(k2

n − 1) sup
u∈Γ
{||xn − u||2}. (3.6)

This implies that p ∈ Cn+1, so is Fix(T)
⋂

Ω ⊂ Cn+1. The conclusion is proved.

Step 3. Now we prove that {xn} is a Cauchy sequence.

In fact, it follows from (3.3) that xn+1 = PCn+1x0, xn = PCnx0 and Cn+1 ⊂ Cn. By
(2.1) we have

〈x0 − xn+1, xn+1 − y〉 ≥ 0,∀y ∈ Cn+1.

Since Γ = Fix(T)
⋂

Ω ⊂ Cn+1, we have

〈x0 − xn+1, xn+1 − p〉 ≥ 0, ∀p ∈ Γ.

This shows that
0 ≤ 〈x0 − xn+1, xn+1 − x0 + x0 − p〉
≤ −||xn+1 − x0||2 + ||xn+1 − x0||||x0 − p||.

Simplifying we have
||xn+1 − x0|| ≤ ||x0 − p||,

i.e., {xn} is bounded, so are {un} and {yn} .

Also since
〈x0 − xn, xn − xn+1〉 ≥ 0,

we have
0 ≤ 〈x0 − xn, xn − x0 + x0 − xn+1〉
≤ −||xn − x0||2 + ||xn+1 − x0||||x0 − xn||,

i.e., ||xn − x0|| ≤ ||xn+1 − x0||. Since {xn} is bounded, this implies that the limit
limn→∞ ||xn − x0|| exists

Hence for any positive integers n,m, it follows from (3.3) that xm = PCmx0 and
xn = PCnx0. By the well known property of projection, we have

||xn − xm||2 + ||xm − x0||2 ≤ ||xn − x0||2.

Since the limit limn→∞ ||xn − x0|| exists, we have

||xn − xm||2 ≤ ||xn − x0||2 − ||xm − x0||2 → 0 (as n, m→∞).

This implies that {xn} is a Cauchy sequence. Without loss of generality, we can assume
that

lim
n→∞

xn = x∗ (some point in Cn ∀n ≥ 1). (3.7)

By the way, since {xn} is bounded, and Γ is bounded, it follows from (3.6) that

θn → 0 (as n→∞). (3.8)

Step 4. Next we prove that

lim
n→∞

‖T (h)xn − xn‖ = 0, ∀h ≥ 0. (3.9)
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In fact, since xn+1 ∈ Cn+1 ⊂ Cn, by the construction of Cn+1, we have

‖yn − xn+1‖2 ≤ ‖xn − xn+1‖2 + θn.

Hence
‖yn − xn+1‖ ≤ ‖xn − xn+1‖+

√
θn. (3.10)

This together with (3.7) and (3.8) shows that

lim
n→∞

‖yn − xn+1‖ = 0.

Therefore we have

‖yn − xn‖ ≤ ‖yn − xn+1‖+ ‖xn − xn+1‖ → 0 (as n→∞). (3.11)

Since JB1
rn is firmly nonexpansive, by (3.2) A∗(I−JB2

λ )A is a 1
L−inverse strongly monotone

mapping. If p ∈ Γ, then we have

‖un − p‖2 = ‖JB1
rn (xn − γA∗(I − JB2

rn )Axn)− JB1
rn (p− γA∗(I − JB2

rn )Ap)‖2

≤ ‖(I − γA∗(I − JB2
rn )A)xn − (I − γA∗(I − JB2

rn )A)p‖2

− ‖(I − JB1
rn )(I − γA∗(I − JB2

rn )A)xn − (I − JB1
rn )(I − γA∗(I − JB2

rn )A)p‖2

= ‖xn − p− γ(A∗(I − JB2
rn )Axn −A∗(I − JB2

rn )Ap)‖2 − ‖zn − JB1
rn zn‖

2

= ‖xn − p‖2 − 2γ〈xn − p,A∗(I − JB2
rn )Axn −A∗(I − JB2

rn )Ap〉
+ γ2‖A∗(I − JB2

rn )Axn −A∗(I − JB2
rn )Ap‖2 − ‖zn − JB1

rn zn‖
2 (by(3.2))

≤ ‖xn − p‖2 + γ(γ − 2

L
)‖A∗(I − JB2

rn )Axn‖2 − ‖zn − JB1
rn zn‖

2

where zn = (I − γA∗(I − JB2
rn )A)xn. This together with (3.5) shows that

‖yn − p‖2 = ‖αnxn + (1− αn)(
1

sn

∫ sn

0
Tn(s)unds)− p‖2

≤ αn‖xn − p‖2 + (1− αn)k2
n||un − p||2

≤ αn‖xn − p‖2 + (1− αn)k2
n{‖xn − p‖2

+ γ(γ − 2

L
)‖A∗(I − JB2

rn )Axn‖2 − ‖zn − JB1
rn zn‖

2}

After simplifying, and by using the condition 0 < a ≤ αn < c < 1, we have

(1− c)k2
n[γ(

2

L
− γ)‖A∗(I − JB2

rn )Axn‖2 + ‖zn − JB1
rn zn‖

2]

≤ (1− αn)k2
n[γ(

2

L
− γ)‖A∗(I − JB2

rn )Axn‖2 + ‖zn − JB1
rn zn‖

2]

≤ (αn + (1− αn)k2
n)‖xn − p‖2 − ‖yn − p‖2

= αn‖xn − p‖2 − ‖yn − p‖2 + (1− αn)k2
n‖xn − p‖2

≤ (‖xn − p‖+ ‖yn − p‖)‖xn − yn‖+ (1− αn)(k2
n − 1)‖xn − p‖2.

(3.12)

This together with (3.11) shows that

lim
n→∞

‖A∗(I − JB2
rn )Axn‖ = 0, lim

n→∞
‖zn − JB1

rn zn‖ = 0. (3.13)
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By the assumption that A∗ is a strongly positive linear bounded operator, we can get that

lim
n→∞

‖(I − JB2
rn )Axn‖ = 0. (3.14)

Therefore it follows from (3.3) and (3.13) that

‖un − xn‖ = ‖JB1
rn zn − xn‖

≤ ‖JB1
rn zn − zn‖+ ‖zn − xn‖

= ‖JB1
rn zn − zn‖+ ‖(I − γA∗(I − JB2

rn )A)xn − xn‖
= ‖JB1

rn zn − zn‖+ γ‖A∗(I − JB2
rn )Axn‖ → 0 (as n→∞).

(3.15)

Now we prove that

|| 1

sn

∫ sn

0
Tn(s)xnds− xn|| → 0 (as n→∞).

Indeed, it follows from (3.3) that

‖yn − xn‖ = ‖αnxn + (1− αn)(
1

sn

∫ sn

0
Tn(s)unds)− xn‖

= (1− αn)‖ 1

sn

∫ sn

0
Tn(s)unds− xn‖.

Hence from (3.11) we have that

‖ 1

sn

∫ sn

0
Tn(s)unds− xn‖ =

1

1− αn
‖yn − xn‖ → 0 (as n→∞) (3.16)

This together with (3.15) shows that

‖ 1

sn

∫ sn

0
Tn(s)xnds− xn‖

≤ ‖ 1

sn

∫ sn

0
Tn(s)xnds−

1

sn

∫ sn

0
Tn(s)unds+ || 1

sn

∫ sn

0
Tn(s)unds− xn||

≤ 1

sn

∫ sn

0
||Tn(s)xn − Tn(s)un||ds+ || 1

sn

∫ sn

0
Tn(s)unds− xn||

≤ 1

sn
kn

∫ sn

0
||xn − un||ds+ || 1

sn

∫ sn

0
Tn(s)unds− xn|| → 0 (as n→∞).

(3.17)

By condition (2) and (3.17), for any h > 0 we have

lim sup
n→∞

||xn − T (h)xn|| ≤ lim sup
n→∞

||xn −
1

sn

∫ sn

0
Tn(s)xnds||

+ lim sup
n→∞

|| 1

sn

∫ sn

0
Tn(s)xnds− T (h)(

1

sn

∫ sn

0
Tn(s)xnds)||

+ lim sup
n→∞

||T (h)(
1

sn

∫ sn

0
Tn(s)xnds)− T (h)xn||

≤ lim sup
n→∞

(1 + k1)||xn −
1

sn

∫ sn

0
Tn(s)xnds||

+ lim sup
n→∞

|| 1

sn

∫ sn

0
Tn(s)xnds− T (h)(

1

sn

∫ sn

0
Tn(s)xnds)|| = 0

(3.18)
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This implies that for each h ≥ 0

lim
n→∞

‖T (h)xn − xn‖ = 0.

The conclusion (3.9) is proved.

Step 5. Finally, we prove that the limit x∗ in (3.7) is a solution of SVIP
(1.4) and it is also a fixed point of the asymptotically nonexpansive semigroup
T = {T (s) : 0 ≤ s <∞}, ı.e., x∗ ∈ Fix(T)

⋂
Ω.

In fact, since xn → x∗ and ||xn − T (h)xn|| → 0 for each h ≥ 0, it follows from Lemma
2.3 that x∗ ∈ Fix(T (h)) for each h ≥ 0, i.e., x∗ ∈ Fix(T).

Now we show x∗ ∈ Ω.

In fact, by (3.3), un = JB1
rn (I − γA∗(I − JB2

rn )A)xn, hence we have

xn − γA∗(I − JB2
rn )A)xn ∈ (I + rnB1)(un). (3.19)

Since {un} is bounded, there exists a subsequence {unk
} ⊂ {un} such that unk

⇀ w (some
point in H1). Since ||xn − un|| → 0 and xn → x∗, this implies that x∗ = w. Simplifying
(3.19), we have

1

rnk

(xnk
− unk

− γA∗(I − JB2
rnk

)A)xnk
∈ B1(unk

). (3.20)

By passing to limit k → ∞ in (3.20) and by taking into account (3.13), (3.15) and the
fact that the graph of a maximal monotone operator is weakly-strongly closed, we obtain
0 ∈ B1(x∗), i.e., x∗ ∈ Fix(JB1

λ ). Furthermore, since {xn} and {un} have the same
asymptotical behavior, {Axnk

} weakly converges to Ax∗. Again, by (3.14), Lemma 2.3
and the fact that the resolvent JB2

λ is nonexpansive, we obtain that 0 ∈ B2(Ax∗), i.e.,

Ax∗ ∈ Fix(JB2
λ ). Thus x∗ ∈ Fix(T)

⋂
Ω, i.e., x∗ is not only a solution of SVIP (1.4) but

also a fixed point of the asymptotically nonexpansive semi-group T = {T (s) : 0 ≤ s <∞}.
This completes the proof of Theorem 3.2.

Remark [14] Next we give an example of asymptotically nonexpansive semigroup
which satisfies the condition (2) in Theorem 3.2.

Let H be a real Hilbert space and L(H) be the space of all bounded linear operators
on H. For ψ ∈ L(H), define T = {T (s) : 0 ≤ s < ∞} of bounded linear operators by
using the following exponential expression:

T (t) = e−tψ :

∞∑
k=0

(−1)k

k!
tkψk.

Then the family T = {T (s) : 0 ≤ s < ∞} satisfies the asymptotically nonexpansive
semigroup properties. Moreover, this family forms a one-parameter semigroup of self-
mappings of H satisfying the condition (2) in Theorem 3.2.

Now we consider the cases of nonexpansive semi-group. First we give the following
lemma.
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Lemma 3.3 ([15]) Let C be a nonempty bounded closed and convex subset of a real
Hilbert H and let T = {T (s) : 0 ≤ s <∞} be a nonexpansive semigroup on C. Then for
any h ≥ 0,

lim
t→∞

sup
x∈C
||1
t

∫ t

0
T (t)xds− T (h)(

1

t

∫ t

0
T (t)xds)|| = 0. (3.21)

By using Lemma 3.3 we can obtain the following result.

Theorem 3.4 Let H1, H2, A, A
∗, B1, B2, J

B1
λ , JB2

λ be the same as in Lemma 3.1.
Let T1 = {T (s) : 0 ≤ s < ∞} : H1 → H1 be an nonexpansive semigroup. Denote by Γ1 :
=Fix(T1)

⋂
Ω, where Ω is the solution set of problem (1.4) defined by (1.6). For an initial

point x0 ∈ H1, C1 = H1, x1 = PC1x0, generate a sequence {xn} by

un = JB1
rn (I − γA∗(I − JB2

rn )A)xn,

yn = αnxn + (1− αn)
1

sn

∫ sn

0
T (s)unds

Cn+1 = {z ∈ Cn : ‖yn − z‖2 ≤ ‖xn − z‖2}
xn+1 = PCn+1x0, ∀n ≥ 1

(3.22)

where {sn} is a sequence of positive real numbers with sn →∞. 0 < a ≤ αn < c < 1 for
all n ≥ 1, 0 < b ≤ rn < +∞, γ ∈ (0, 2

L), where L is the spectral radius of the operator
A∗A. If Γ1 6= ∅, then the sequence {xn} generated by (3.22) strongly converges to a point
x∗ ∈ Fix(T1)

⋂
Ω.

Proof In fact, since T1 = {T (s) : 0 ≤ s <∞} is a nonexpansive group, the sequence
{kn = 1}. Hence θn = (1 − αn)(k2

n − 1) sup{‖xn − u‖2 : u ∈ Γ1} = 0. The condition “Γ1

being bounded” is no use. On the other hand, it follows from Lemma 3.3 that

lim sup
n→∞

|| 1

sn

∫ sn

0
T (s)xnds− T (h)(

1

sn

∫ sn

0
T (s)xnds)|| = 0 for each h ≥ 0.

By the same way as given in the proof of Theorem 3.2, we can prove that the conclusion
of Theorem 3.4 is true.

This completes the proof of Theorem 3.4.

4 Applications

4.1 Applications to split optimization problems

Let H1, H2 be two real Hilbert space and A : H1 → H2 be a bounded and linear operator.
The “so-called” split optimization problem (SOP) with respect to the functions f : H1 → R
and g : H2 → R is to find [16, 17]: x∗ ∈ H1, Ax∗ ∈ H2 such that

f(x∗) ≥ f(x) for all x ∈ H1, g(Ax∗) ≥ g(y), for all y ∈ H2. (4.1)

We denote by Ω1 the solution set of the split optimization problem (4.1).
Let f : H1 → R and g : H2 → R be two proper convex and lower semi-continuous

functions. Denote by B1 = ∂f and B2 = ∂g. Then ∂f : H1 → H1 and ∂g : H2 → H2 both
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are maximal monotone mappings. Denoting by J∂fλ and J∂gλ the resolvents associated
with ∂f and ∂g defined by (1.3), respectively, then the (SOP) (4.1) ie equivalent to the
following split variational inclusion problem: Find x∗ ∈ H1, y∗ = Ax∗ ∈ H2 such that

0 ∈ ∂f(x∗) and 0 ∈ ∂g(Ax∗), (4.2)

Therefore, by Theorem 3.2, we have the following.

Theorem 4.1 Let H1, H2, A, A
∗, f, g, ∂f, ∂g, J∂fλ , J∂gλ be the same as above. Let

T = {T (s) : 0 ≤ s < ∞} : H1 → H1 be an asymptotically nonexpansive semigroup with
sequence {kn} ⊂ [1,∞) and kn → 1 as n → ∞. Denote by Γ2 : =Fix(T)

⋂
Ω2, where Ω2

is the solution set of problem (4.2). For an initial point x0 ∈ H1, C1 = H1, x1 = PC1x0,
generate a sequence {xn} by

un = J∂frn (I − γA∗(I − J∂grn )A)xn,

yn = αnxn + (1− αn)
1

sn

∫ sn

0
Tn(s)unds

Cn+1 = {z ∈ Cn : ‖yn − z‖2 ≤ ‖xn − z‖2 + θn}
xn+1 = PCn+1x0,∀n ≥ 1

(4.3)

where θn = (1 − αn)(k2
n − 1) sup{‖xn − u‖2 : u ∈ Γ2}, {sn} is a sequence of positive

numbers. 0 < a ≤ αn < c < 1 for all n ≥ 1, 0 < b ≤ rn < +∞, γ ∈ (0, 2
L). L is the

spectral radius of the operator A∗A. If the following conditions are satisfied:

(1) Γ2 6= ∅ and is bounded;

(2) lim supn→∞ || 1
sn

∫ sn
0 Tn(s)xnds− T (h)( 1

sn

∫ sn
0 Tn(s)xnds)|| = 0, for each h > 0,

then the sequence {xn} generated by (4.3) strongly converges to a point x∗ ∈ Fix(T)
⋂

Ω2.

Theorem 4.2 Let H1, H2, A, A
∗, f, g, ∂f, ∂g, J∂fλ , J∂gλ be the same as in Theorem

4.1. Let T3 = {T (s) : 0 ≤ s < ∞} : H1 → H1 be an nonexpansive semigroup. Denote
by Γ3 : =Fix(T3)

⋂
Ω3, where Ω3 is the solution set of problem (4.2). For an initial point

x0 ∈ H1, C1 = H1, x1 = PC1x0, generate a sequence {xn} by

un = J∂frn (I − γA∗(I − J∂grn )A)xn,

yn = αnxn + (1− αn)
1

sn

∫ sn

0
T (s)unds

Cn+1 = {z ∈ Cn : ‖yn − z‖2 ≤ ‖xn − z‖2}
xn+1 = PCn+1x0,∀n ≥ 1

(4.4)

where {sn} is a sequence of positive real numbers with sn →∞. 0 < a ≤ αn < c < 1 for
all n ≥ 1, 0 < b ≤ rn < +∞, γ ∈ (0, 2

L), where L is the spectral radius of the operator
A∗A. If Γ3 6= ∅, then the sequence {xn} generated by (4.4) strongly converges to a point
x∗ ∈ Fix(T3)

⋂
Ω3.

4.2 Applications to split variational inequality problems

In [2], Censor et al. proposed the following split variational inequality problem (shortly,
SVIP): to find a point x∗ ∈ C, y∗ = Ax∗ ∈ Q such that

〈f(x∗), x− x∗〉 ≥ 0 ∀ x ∈ C and 〈g(y∗), y − y∗〉 ≥ 0 ∀ y ∈ Q. (4.5)
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where A : C → Q is a bounded linear operator, f : C → C and g : Q → Q are α-inverse
strongly monotone mappings, where α is a positive constant. The solution set of split
variational inequality problem (4.5) is denoted by Ω4.

It is obvious that the SVIP(4.5) is equivalent to the following fixed point problem: to
find a point x∗ ∈ C, y∗ = Ax∗ ∈ Q such that

x∗ ∈ Fix(PC(I − λf)), Ax∗ ∈ Fix(PQ(I − λg), λ ∈ (0, 2α). (4.6)

Next we prove that PC(I − λf) and PQ(I − λg), λ ∈ (0, 2α) both are firmly nonex-
pansive. In fact, since PC is firmly nonexpansive, by (1.2) we have

||PC(I−λf)x− PC(I − λf)y||2 ≤ ||(I − λf)x− (I − λf)y||2

− ||(I − PC(I − λf))x− (I − PC(I − λf))y||2.
(4.7)

Also since

||(I − λf)x− (I − λf)y||2 = ||x− y||2 + λ2||fx− fy||2 − 2λ〈x− y, fx− fy〉
= ||x− y||2 + λ2||fx− fy||2 − 2λα||fx− fy||2

≤ ||x− y||2 + λ(λ− 2α)||fx− fy||2

≤ ||x− y||2 (since λ ∈ (0, 2α)).

(4.8)

Substituting (4.8) into (4.7), we have

||PC(I−λf)x−PC(I−λf)y||2 ≤ ||x−y||2−||(I−PC(I−λf))x−(I−PC(I−λf))y||2. (4.9)

This shows that PC(I − λf), λ ∈ (0, 2α) is firmly nonexpansive.

Similarly, we can also prove that PQ(I − λg), λ ∈ (0, 2α) is firmly nonexpansive.

These shows that the mappings PC(I−λf) and PQ(I−λg) in split variational inequality
problem (4.6) have the similar properties as mappings JB1

λ and JB2
λ in split variational

inclusion problem (1.5). Consequently, by Theorem 3.2 we have the following result.

Theorem 4.3 Let H1, H2, A, A
∗, f, g, be the same as above. Let T = {T (s) :

0 ≤ s < ∞} : H1 → H1 be an asymptotically nonexpansive semigroup with sequence
{kn} ⊂ [1,∞) and kn → 1 as n → ∞. Denote by Γ4: =Fix(T)

⋂
Ω4, where Ω4 is the

solution set of split variational inequality problem (4.6). For an initial point x0 ∈ H1,
C1 = H1, x1 = PC1x0, generate a sequence {xn} by

un = PC(I − λnf)(I − γA∗(I − PQ(I − λng))A)xn,

yn = αnxn + (1− αn)
1

sn

∫ sn

0
Tn(s)unds

Cn+1 = {z ∈ Cn : ‖yn − z‖2 ≤ ‖xn − z‖2 + θn}
xn+1 = PCn+1x0, ∀n ≥ 1

(4.10)

where θn = (1 − αn)(k2
n − 1) sup{‖xn − u‖2 : u ∈ Γ4}, {sn} is a sequence of positive

numbers. 0 < a ≤ αn < c < 1 for all n ≥ 1, λn ∈ (0, 2α), γ ∈ (0, 2
L). L is the spectral

radius of the operator A∗A. If the following conditions are satisfied:

(1) Γ2 6= ∅ and is bounded;
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(2) lim supn→∞ || 1
sn

∫ sn
0 Tn(s)xnds− T (h)( 1

sn

∫ sn
0 Tn(s)xnds)|| = 0, for each h > 0,

then the sequence {xn} generated by (4.10) strongly converges to a point x∗ ∈ Fix(T)
⋂

Ω4.

Especially, if T = {T (s) : 0 ≤ s < ∞} : H1 → H1 be a nonexpansive semigroup, then
we have the following

Theorem 4.4 Let H1, H2, A, A
∗, f, g, be the same as in Theorem 4.3. Let T

= {T (s) : 0 ≤ s < ∞} : H1 → H1 be a nonexpansive semigroup. Denote by Γ5:
=Fix(T)

⋂
Ω5, where Ω5 is the solution set of split variational inequality problem (4.6).

For an initial point x0 ∈ H1, C1 = H1, x1 = PC1x0, generate a sequence {xn} by

un = PC(I − λnf)(I − γA∗(I − PQ(I − λng))A)xn,

yn = αnxn + (1− αn)
1

sn

∫ sn

0
T (s)unds

Cn+1 = {z ∈ Cn : ‖yn − z‖2 ≤ ‖xn − z‖2}
xn+1 = PCn+1x0, ∀n ≥ 1

(4.11)

where {sn} is a sequence of positive numbers with sn → ∞, 0 < a ≤ αn < c < 1 for
all n ≥ 1, λn ∈ (0, 2α), γ ∈ (0, 2

L). L is the spectral radius of the operator A∗A. If
Γ5 6= ∅, then the sequence {xn} generated by (4.11) strongly converges to a point x∗ ∈
Fix(T)

⋂
Ω5.
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