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In magnetic resonance imaging of the human brain, the diffusion process of tissue water is
considered in the complex tissue environment of cells, membranes and connective tissue.

Models based on fractional order Bloch-Torrey equations can provide a new insights into
further investigations of tissue structures and the microenvironment.

In this paper, we consider new two-dimensional multi-term time and space fractional
Bloch-Torrey equations with variable coefficients on irregular convex domains, which
involves the Caputo time fractional derivative and the Riemann-Liouville space fractional
derivative. An unstructured-mesh Galerkin finite element method is used to discretise
the spatial fractional derivative, while for each time fractional derivative we use a novel
L1 scheme on a temporal graded mesh. The stability and convergence of the fully discrete
scheme are proved. Numerical examples are given to verify the efficiency of our method.

Keywords: Bloch-Torrey equations; Galerkin finite element method; Irregular domains;

1



March 28, 2020 15:9 WSPC/INSTRUCTION FILE
MMMAS˙XLLA˙Y20m3d28

2 Tao Xu, Fawang Liu, Shujuan Lü, Vo Anh
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1. Introduction

Fractional calculus has attracted considerable interest in recent years because of

their ability to model temporal memory, non-local properties, anomalous diffusion

and spatial heterogeneity. Over the past two decades, fractional differential equa-

tions have been used in physics, biology, chemistry, hydrology, finance, and the

related theory of fractional calculus is growing rapidly.1, 5, 6, 17, 21, 24, 29, 30, 32, 33

Fractional diffusion equations (FDEs) form one of the most important classes

of mathematical models for description of the anomalous diffusion transport pro-

cess.20, 23, 26–28, 49 Recently, some authors have developed a new class of fractional

diffusion models called the time and space fractional Bloch-Torrey equations to

accommodate sub- and super-diffusion processes in biological tissues. It has been

shown that these models are more appropriate than the classical diffusion models to

fit experimental data. The fractional version of the Bloch-Torrey equation is given

by

σα−1 C
0D

α
t Mxy(r, t) = λMxy(r, t) +Dµγ−2RγMxy(r, t), (1.1)

where Mxy(r, t) is the transverse component of the magnetisation: Mxy(r, t) =

Mx(r, t) + iMy(r, t) with i =
√
−1, λ = −iρ(r ·G), ρ is the gyromagnetic ratio,

G is the magnetic field gradient, r = (x, y) is the coordinate, D is the diffusion

coefficient, σ and µ are parameters needed to preserve the units, C0D
α
t is the Caputo

time fractional derivative of order α(0 < α ≤ 1) defined as

C
0D

α
t u(x, y, t) =

1

Γ(1− α)

∫ t

0

∂u(x, y, s)

∂s
(t− s)−αds,

and the γ -order (1 < γ ≤ 2) two-dimensional Riesz fractional order operator

Rγ = ∂γ

∂|x|γ + ∂γ

∂|y|γ with ∂γ

∂|x|γ (similar for ∂γ

∂|y|γ ) being defined as

∂γ

∂|x|γ = −cγ(aD
γ
x +x D

γ
b )u(x, y, t),

where a < x < b, cγ = 1
2 cos(πγ/2) (γ 6= 1) and

aD
γ
xu(x, y, t) =

1

Γ(2− γ)

∂2

∂x2

∫ x

a

u(x, y, t)

(x− s)γ−1
ds,

xD
γ
b u(x, y, t) =

(−1)2

Γ(2 − γ)

∂2

∂x2

∫ b

x

u(x, y, t)

(s− x)γ−1
ds.

These models have been successfully applied to analyse diffusion images of human

brain tissue and presents a way to simulate diffusion in the ventricles.2, 25, 34–36, 42, 43

However, researchers have found that the single-term time fractional derivative

cannot adequately describe many complex physical or biological processes.31 In
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MRI, varying values of model parameters have been used to characterize the human

brain through voxel-level fittings34 and these parameters are associated with the

tissue microstructure features, which vary on a scale much smaller than the image

voxel size.44 The existence of different fractional orders within a voxel indicate a

potential use of the multi-term time fractional derivative.34 This motivates us to

extend the system (1.1) into the following coupled system involving Mx and My by

extracting the real and imaginary parts of Mxy :
{

Pα1,α2,...,αr
(C0Dt)Mx(r, t) = λMy(r, t) +Dµγ−2RγMx(r, t),

Pα1,α2,...,αr
(C0Dt)My(r, t) = −λMx(r, t) +Dµγ−2RγMy(r, t),

where Pα1,α2,...,αr
(C0Dt) =

r∑
i=1

li
C
0D

αi

t with the weighted coefficients li ∈ R+ and

0 < αr < . . . < α2 < α1 < 1. As in the work of Yu et al.,43 the above equation can

be equivalently transformed into the following time and space fractional differential

equations to allow analysis of the numerical scheme:

Pα1,α2,...,αr
(C0Dt)M(r, t) = kγ(

∂γ

∂|x|γ +
∂γ

∂|y|γ )M(r, t) + f(r, t),

whereM can be eitherMx orMy, and f = λMy ifM = Mx, f = −λMx ifM = My,

kγ = Dµγ−2.

In fact, the ventricles (see the blue part in Fig. 1. ) are structures that contain

cerebrospinal fluid and provide a cavity for its transportation in the brain. But

the cavity contains the choroid plexus, which restricts and hinders diffusion leading

to the potential of fast and slow diffusion processes within the cranial cavity. So

the diffusion process is often heterogeneous, the diffusion coefficient may be space-

dependent and can vary over the solution domain. Therefore, in this paper, we focus

on the following more generalised model with variable diffusion coefficients:

Pα1,α2,...,αr
(C0Dt)u(x, y, t)−Dx

(
k(x, y)Dβ

θ1
u(x, y, t)

)
−Dy

(
k(x, y)Dβ

θ2
u(x, y, t)

)

= f(x, y, t), (x, y, t) ∈ Ω× (0, T ], (1.2)

with the initial condition

u(x, y, 0) = φ(x, y), (x, y) ∈ Ω, (1.3)

and boundary condition

u(x, y, t) = 0, (x, y, t) ∈ ∂Ω× [0, T ], (1.4)

where θ1, θ2 ∈ [0, 1] and Dβ
θ1

= θ1 c(y)D
β
x − (1− θ1)xD

β
r(y), Dβ

θ2
= θ2 g(x)D

β
y − (1−

θ2) yD
β
m(x), k(x, y) > 0 is the diffusivity coefficient satisfying the conditions in the

following parts, f(x, y, t) and φ(x, y) are smooth functions.

As shown in Fig. 1, the ventricles have irregular shapes in the brain, which can

be represented by using irregular domains with unstructured meshes. So in this

work, we consider the problem on irregular convex domains. The boundaries of the
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irregular convex domain Ω are defined as: Ω = {(x, y)|c(y) < x < r(y), a1 < y < b1}
or Ω = {(x, y)|g(x) < y < m(x), c1 < x < d1}, where a1 = min

(x,y)∈Ω
g(x), b1 =

max
(x,y)∈Ω

m(x), c1 = min
(x,y)∈Ω

c(y) and d1 = max
(x,y)∈Ω

r(y). The left and right fractional

derivatives of Riemann-Liouville form of order β (0 < β < 1) on irregular domains

are defined as

c(y)D
β
xu(x, y, t) =

1

Γ(1− β)

∂

∂x

∫ x

c(y)

(x− s)−βu(s, y, t)ds,

xD
β
r(y)u(x, y, t) =

−1

Γ(1 − β)

∂

∂x

∫ r(y)

x

(s− x)−βu(s, y, t)ds,

g(x)D
β
yu(x, y, t) =

1

Γ(1− β)

∂

∂y

∫ y

g(x)

(y − s)−βu(x, s, t)ds,

yD
β
m(x)u(x, y, t) =

−1

Γ(1− β)

∂

∂y

∫ m(x)

y

(s− y)−βu(x, s, t)ds.

Fig. 1. Ventricles of the brain. (Source: [Marieb 2006]).

Many numerical methods have been proposed to deal with the problems involv-

ing fractional order derivatives.24 Such as finite difference method,21, 49, 50 finite vol-

ume methods,22 the finite element method,9, 10 spectral methods,46, 51 and meshfree

methods.19 Among them, the finite element method (FEM) is an efficient numerical

method widely used in engineering design and analysis. Ervin and Roop7, 8 were the

first to investigate the theoretical framework for the Galerkin finite element approx-

imation to the fractional advection-dispersion equation. Subsequently, many works

have been undertaken in this area, such as.2–4, 11, 12, 16, 18, 35, 45, 47, 48 Here, we men-

tion some papers considering the FEM on unstructured meshes. Yang et al.41 estab-

lished the unstructured mesh FEM for the nonlinear Riesz space FDE on irregular

convex domains. Fan et al. discussed the FEM for the two-dimensional time-space

fractional wave equation10 and two-dimensional multi-term time-space fractional

diffusion-wave equation9 on irregular convex domains. In,13 Feng et al. investigated
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the unstructured mesh FEM for a two-dimensional time-space Riesz FDE on irreg-

ular arbitrarily shaped convex domains and a multiply-connected domains. Liu et

al.25 presented an unstructured-mesh Galerkin FEM for the two-dimensional multi-

term time-space fractional Bloch-Torrey equations on irregular convex domains.

In,42 Yang et al. proposed an unstructured mesh FEM for the three-dimensional

time-space fractional Bloch-Torrey equations on irregular domains.

In this paper, we pay attention to FEM for FDEs due to its flexibility in hand-

ing problems with irregular domains.23 Wang et al.37 showed that the bilinear for-

m of the Galerkin weak formulation may lose coercivity for a variable-coefficient

space-fractional diffusion equation. To circumvent the difficulty, they proposed a

discontinuous Petrov-Galerkin method38, 39 and indirect method40, 52 to established

its well-posedness. Recently, Hao et al.14 investigated the Galerkin approach to dis-

cretize two-sided FDEs with variable coefficients by deriving a required condition

for the well-posedness of the equations, discretize the equations and provide its er-

ror estimates. We extended the ideas of14 to two-dimensional fractional diffusion

equations.

The main contributions of this work are as follows. We consider the FEM for the

two-dimensional multi-term time and space fractional Bloch-Torrey equations with

variable diffusivity coefficients on irregular domains. To the authors’ knowledge,

this topic has not been covered in the published works. For the multi-term time

fractional derivative, we approximate it by the well-known L1 scheme on a graded

temporal mesh, which takes into account the weak singularity near the initial time

t = 0 under some proper regularity and compatibility assumptions. For the space

fractional derivative, we utilize FEM and unstructured triangular meshes on an

irregular convex domain, which is very flexible because our considered solution

domain can be arbitrarily convex and need fewer grid nodes to generate the meshes.

Furthermore, we present the implementation of FEM using an unstructured mesh

on an arbitrarily convex domains. In addition, the stability and convergence of the

fully discrete scheme is analyzed.

The rest of the paper is organized as follows. In Section 2, we present some

notations on irregular domains and the relevant fractional calculus definitions. In

Section 3, we derive the fully discrete scheme for the problem (1.2)-(1.4) and describe

how the FEM is implemented using unstructured mesh on an arbitrarily convex

domain. In Section 4, we establish the stability and convergence of the method. In

Section 5, we give some numerical examples to validate theoretical results. Finally,

some conclusions are drawn in Section 6.

2. Preliminaries

In this section, we introduce some definitions and lemmas on the fractional deriva-

tive spaces established by Ervin and Roop.,7, 8 we denote

(u, v) =

∫ b1

a1

∫ r(y)

c(y)

u(x, y)v(x, y)dxdy =

∫ d1

c1

∫ m(x)

g(x)

u(x, y)v(x, y)dydx,
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and ‖u‖L2 = (u, u)
1
2 .

In the following part, the positive constant C will be used as a generic constant,

which is independent of n, τn, h and N. It may have different values in different

places.

Definition 2.1. (Left Fractional Derivative Space). Let µ > 0, we define the semi-

norm and the norm respectively as

|u|Jµ
L
=
(
‖c(y)Dµ

xu‖2L2
+ ‖g(x)Dµ

yu‖2L2

) 1
2

, ‖u‖Jµ
L
=
(
‖u‖2L2

+ |u|2Jµ

L

) 1
2

,

and denote Jµ
L(Ω)(J

µ
L,0(Ω)) as the closure of C

∞(Ω)(C∞
0 (Ω)) with respect to ‖·‖Jµ

L
.

Definition 2.2. (Right Fractional Derivative Space). Let µ > 0, we define the

semi-norm and the norm respectively as

|u|Jµ
R
=
(
‖xDµ

r(y)u‖
2
L2

+ ‖yDµ
m(x)u‖

2
L2

) 1
2

, ‖u‖Jµ
R
=
(
‖u‖2L2

+ |u|2Jµ

R

) 1
2

,

and denote Jµ
R(Ω)(J

µ
R,0(Ω)) as the closure of C

∞(Ω)(C∞
0 (Ω)) with respect to ‖·‖Jµ

R
.

Definition 2.3. (Symmetric Fractional Derivative Space). Let µ > 0, µ 6= n− 1
2 , n ∈

N , we define the semi-norm and the norm respectively as

|u|Jµ

S
=
(
|(c(y)Dµ

xu, xD
µ
r(y)u)|+|(g(x)Dµ

yu, yD
µ
m(x)u)|

) 1
2

, ‖u‖Jµ

S
=
(
‖u‖2L2

+|u|2Jµ

S

) 1
2

,

and denote Jµ
S (Ω)(J

µ
S,0(Ω)) as the closure of C

∞(Ω)(C∞
0 (Ω)) with respect to ‖·‖Jµ

S
.

Definition 2.4. (Fractional Sobolve Space). Let µ > 0, we define the semi-norm

and the norm respectively as

|u|Hµ = ‖|ξ|µ̥(û)(ξ)‖L2(R), ‖u‖Hµ =
(
‖u‖2L2

+ |u|2Hµ

) 1
2

,

where ̥(û)(ξ) is the Fourier transform of û, û is the zero extension of u outside

Ω, and we denote Hµ(Ω)(Hµ
0 (Ω)) as the closure of C∞(Ω)(C∞

0 (Ω)) with respect to

‖ · ‖Hµ .

Lemma 2.1.7 If µ > 0, µ 6= n − 1/2, n ∈ N , then Jµ
L,0(Ω), J

µ
R,0(Ω), J

µ
S,0(Ω) and

Hµ
0 (Ω) are equivalent with equivalent norms and semi-norms. The following inequal-

ity holds:

|u|Jµ

L,0
(Ω), |u|Jµ

R,0
(Ω) ≤ |u|Hµ

0
(Ω).

Lemma 2.2.7 (Fractional Poincaré-Friedrichs). For any u ∈ Hµ
0 (Ω),we have

‖u‖L2(Ω) ≤ C|u|Hµ
0
(Ω),

where C = 1/Γ(1 + µ), and for 0 < s < µ, s 6= n− 1/2, n ∈ N

|u|Hs
0
(Ω) ≤ C|u|Hµ

0
(Ω).
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Lemma 2.3.7 Let µ > 0, u ∈ Jµ
L,0(Ω) ∩ Jµ

R,0(Ω), then

(
c(y)D

µ
xu(x, y), xD

µ
r(y)u(x, y)

)
= cos(µπ)‖−∞Dµ

x û(x, y)‖2L2(R2)

= cos(µπ)‖xDµ
+∞û(x, y)‖2L2(R2),(

g(x)D
µ
yu(x, y), yD

µ
m(x)u(x, y)

)
= cos(µπ)‖−∞Dµ

y û(x, y)‖2L2(R2)

= cos(µπ)‖yDµ
+∞û(x, y)‖2L2(R2),

where û is the extension of u by zero outside Ω.

3. Fully discrete scheme

In this section, we present the fully discrete scheme for the problem(1.2)-(1.4). The

time fractional derivative operator is approximated by the L1 scheme on a temporal

graded mesh and the space fractional derivative is discretized by the finite element

method.

3.1. Temporal graded mesh and truncation error

Firstly, we discretise Eq. (1.2) in the time direction. Generally, the convergence rates

of numerical Caputo derivatives are always limited by the non-smoothness near the

initial time. To handle the weak singularity in n at t = 0, we use a graded mesh.

Let N be a positive integer. Set tn = T ( n
N )δ for n = 0, 1, . . . , N , where the constant

mesh grading δ ≥ 1 is chosen by the user. If δ = 1, then the mesh is uniform. Set

τn = tn − tn−1 for n = 1, 2, . . . , N . We note that

τn+1 = T
(n+ 1

N

)δ
− T

( n

N

)δ
≤ CTN−δnδ−1 for n = 1, 2, . . . , N − 1.

For each αi and n ≥ 1, we approximate the Caputo fractional derivative
C
0D

αi

t u(x, y, tn) by the well known L1 formula:

C
0D

αi

t u(·, tn) ≈ Dαi

N un :=
1

Γ(1− αi)

n−1∑

k=0

uk+1 − uk

τk+1

∫ tk+1

tk

(tn − s)−αids

=
1

Γ(2 − αi)

n−1∑

k=0

uk+1 − uk

τk+1

(
(tn − tk)

1−αi − (tn − tk+1)
1−αi

)

=
din,1

Γ(2 − αi)
un − 1

Γ(2− αi)

n−1∑

k=1

un−k(din,k − din,k+1)−
din,n

Γ(2− αi)
u0,

where din,k =
(
(tn − tn−k)

1−αi − (tn − tn−k+1)
1−αi

)
/τn−k+1 for k = 1, 2, . . . , n. The

mean value theorem shows that

din,k+1 < din,k, for 0 ≤ k ≤ n− 1 ≤ N − 1.
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Defining the real numbers ηin,k for i = 1, 2, . . . , r, n = 1, 2, . . . , N and k = 1, 2, . . . , N

by ηin,k =
lid

i
n,k

Γ(2−αi)
, then

r∑

i=1

liD
αi

N un =

r∑

i=1

ηin,1u
n −

r∑

i=1

n−1∑

k=1

(ηin,k − ηin,k+1)u
n−k −

r∑

i=1

ηin,nu
0. (3.1)

The temporal truncation error is bound by the following lemma.

Lemma 3.1.15 Let the function u(x, y, t) satisfy ‖∂p
t u(·, t)‖ ≤ C(1 + tα1−p) for

p = 0, 1, 2 and all t ∈ (0, T ]. Then for i = 1, 2, . . . , r and n ∈ 1, 2, . . . , N , one has

‖ C
0D

αi

t u(·, tn)−Dαi

N u(·, tn)‖ ≤ Cn−min{2−α1,δα1}.

3.2. The fully discrete finite element scheme

Now, we discretise Eq. (1.2) in the space direction by using the Galerkin finite

element method. We divide Ω into some triangular regions. Let {Th} denote some

triangulation, Ωh = {∪eh|eh ∈ Th} and h represents the maximum diameter of the

triangulation. We define the finite element subspace as

Vh = {vh|vh ∈ C(Ω) ∩H
(1+β)/2
0 (Ω), vh|E is linear for all E ∈ Th}.

The following analysis is standard,14 but is given in two dimensions here. For

θ1, θ2 ∈ (0, 1), we consider the space variable with Dirichlet boundary condition

−Dx

(
k(x, y)Dβ

θ1
u(x, y)

)
−Dy

(
k(x, y)Dβ

θ2
u(x, y)

)
= f(x, y). (3.2)

Assume that k(x, y) ∈ C1(Ω), and k(x, y) is bounded:

0 < kmin ≤ k(x, y) ≤ kmax, (x, y) ∈ Ω.

By using the product rule and dividing by k(x, y), Eq. (3.2) can be transformed

into the following equivalent form:

−Dx

(
Dβ

θ1
u
)
−Dy

(
Dβ

θ2
u
)
+K1D

β
θ1
u+K2D

β
θ2
u = g, (3.3)

where K1 = −kx(x,y)
k(x,y) ∈ L∞, K2 = −ky(x,y)

k(x,y) ∈ L∞, g = f(x,y)
k(x,y) . We denote γ =

(1+β)/2 ∈ (1/2, 1), which represents the order of the equation. Here, we additionally

introduce the extra fractional low-order terms K1D
β
θ1
u and K2D

β
θ2
u.

Multiplying Eq. (3.3) by v ∈ Hγ
0 (Ω) and taking integral by parts, we obtain the

variational formulation of Eq. (3.3) as: find u ∈ Hγ
0 (Ω), such that

A(u, v) = (g, v),

where the bilinear form A(u, v) : Hγ
0 (Ω)×Hγ

0 (Ω) → R is

A(u, v) =
(
Dβ

θ1
u,Dxv

)
+
(
Dβ

θ2
u,Dyv

)
+
(
K1D

β
θ1
u, v
)
+
(
K2D

β
θ2
u, v
)
.
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Let uh be the solution of the finite-dimensional variational problem: find uh ∈
Hγ

0 (Ω) such that

A(uh, v) = (g, v), for any v ∈ Vh.

We apply the nonuniform L1 scheme (3.1) to discretise Eq. (1.2) in the time

direction. The fully discrete scheme for problem (1.2)-(1.4) is: for each t = tn(n =

1, 2, . . . , N), find un
h ∈ Vh such that





(1
k

r∑

i=1

liD
αi

N un
h, vh

)
+A(un

h , vh) = (gn, vh), ∀vh ∈ Vh,

u0
h = u0h. (3.4)

3.3. The implementation of FEM with an unstructured mesh

We present the detailed computation process for piecewise linear polynomials on the

triangular element ep, p = 1, 2, . . . , Ne, where Ne is the total number of triangles.

Similar to,25 we rewrite un
h in the following form:

un
h =

Np∑

i=1

un
i li(x, y), (3.5)

where Np is the total number of vertices on the convex domain Ω, un
i are the

coefficients which need to be solved. Substituting Eq. (3.5) into Eq. (3.4) with

vh = lj(x, y), j = 1, 2, . . . , Np gives

1

k

r∑

s=1

ηsn,1

Np∑

i=1

un
i (li, lj) +

Np∑

i=1

un
i A(li, lj)

=
1

k

r∑

s=1

Np∑

i=1

n−1∑

k=1

(ηsn,k − ηsn,k+1)u
n−k
i (li, lj) +

1

k

r∑

s=1

ηsn,n

Np∑

i=1

u0
i (li, lj) + (gn, lj).

(3.6)

Eq. (3.6) can be expressed in the matrix form

r∑

s=1

ηsn,1MUn +BUn =
r∑

s=1

n−1∑

k=1

(ηsn,k − ηsn,k+1)MUn−k +
r∑

s=1

ηsn,nMU0 + Fn, (3.7)

where M is the mass matrix with elements Mij = (lj , li), B is the stiffness

matrix with elements Bij = k · A(lj , li), Un = [un
1 , u

n
2 , . . . , u

n
Np

]T and Fn =

[(fn, l1), (f
n, l2), . . . , (f

n, lNp
)]T . Due to the non-local property of the fractional

operator, the matrix B is the most difficult part to calculate. The (i, j) entry of the
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matrix B is given by

Bij = k · A(lj , li) =− kθ1

(
c(y)D

γ
x lj , xD

γ
r(y) li

)
− k(1− θ1)

(
xD

γ
r(y) lj , c(y)D

γ
x li

)

− kθ2

(
g(x)D

γ
y lj , yD

γ
m(x) li

)
− k(1− θ2)

(
yD

γ
m(x) lj , g(x)D

γ
y li

)

− kxθ1

(
c(y)D

β
x lj , li

)
+ kx(1 − θ1)

(
xD

β
r(y)lj , li

)

− kyθ2

(
g(x)D

β
y lj , li

)
+ ky(1− θ2)

(
yD

β
m(x) lj , li

)
. (3.8)

Noticing the similarity of the right hand side of Eq. (3.8), we will illustrate the

computation of k
(

c(y)D
γ
x lj, xD

γ
r(y) li

)
and kx

(
c(y)D

β
x lj , li

)
as examples. By

applying Gauss quadrature, we obtain

k
(

c(y)D
γ
x lj , xD

γ
r(y) li

)
= k

Ne∑

p=1

∫

ep
c(y)D

γ
x lj xD

γ
r(y) lidxdy

≈
Ne∑

p=1

∑

(x̂q,ŷq)∈GK

ωq c(y)D
γ
xlj |(x̂q,ŷq) · xDγ

r(y)li|(x̂q,ŷq) · k(x̂q, ŷq),

kx

(
c(y)D

β
x lj , li

)
= kx

Ne∑

p=1

∫

ep
c(y)D

β
x lj lidxdy

≈
Ne∑

p=1

∑

(x̂q,ŷq)∈GK

ωq c(y)D
β
x lj |(x̂q,ŷq) · li|(x̂q,ŷq) · kx(x̂q, ŷq),

where Gk is the set of all Gauss points in element ep and ωq are the weights asso-

ciated with the Gauss point p(x̂q , ŷq). Finally, we present the whole computation

process in the following algorithm (see Algorithm 3.3). For details on how to calcu-

lation the fractional derivatives of the basis function li(x, y), please see.25

4. Stability and convergence of the fully discrete scheme

In this section, we consider the stability and convergence of the fully discrete scheme

(3.4). First, we prove the continuity and coercivity of the bilinear form A(u, v). For

the convenience of proof, we divide it into the following two parts:

A(u, v) = A1(u, v) +A2(u, v),
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Algorithm 3.3. Compiling fractional derivative using FEM on an unstructured

mesh

1: Partition the convex domain Ω with unstructured triangular elements ep and

save the element information (node number, coordinates, and element number);

2: for each element p = 1, 2, . . . , Ne do

3: Find the Gauss point (x̂q , ŷq) and weights ωi on each triangles element ep;

4: for each Gauss point j = 1, 2, . . . , Np do

5: Find the points of intersection by y = ŷq with Ωej , compute c(y)D
γ
xlj |(x̂q,ŷq),

xD
γ
r(y)li|(x̂q,ŷq) and c(y)D

β
x lj |(x̂q,ŷq), li|(x̂q,ŷq);

6: Find the points of intersection by x = x̂q with Ωej , compute g(x)D
γ
y lj |(x̂q,ŷq),

yD
γ
m(x)li|(x̂q,ŷq) and g(x)D

β
y lj |(x̂q,ŷq), li|(x̂q,ŷq);

7: end for

8: Form stiffness matrix A;

9: end for

10: Calculate (lj , li)ep on each triangle element ep to form the mass matrix M ;

11: Calculate (fn, lk)ep , k = 1, 2, . . . , Np and obtain Fn;

12: Solve the linear system (3.7) , then obtain Un.

where

A1(u, v) =
(
Dβ

θ1
u,Dxv

)
+
(
Dβ

θ2
u,Dyv

)

=− θ1

(
c(y)D

γ
xu, xD

γ
r(y)v

)
− (1 − θ1)

(
xD

γ
r(y)u, c(y)D

γ
xv
)

− θ2

(
g(x)D

γ
yu, yD

γ
m(x)v

)
− (1 − θ2)

(
yD

γ
m(x)u, g(x)D

γ
yv
)
,

A2(u, v) =
(
K1D

β
θ1
u, v
)
+
(
K2D

β
θ2
u, v
)

=θ1

(
K1 c(y)D

β
xu, v

)
− (1− θ1)

(
K1 xD

β
r(y)u, v

)

+ θ2

(
K2 g(x)D

β
yu, v

)
− (1− θ2)

(
K2 yD

β
m(x)u, v

)
.

Lemma 4.1. Let θ̃ = max{θ1, θ2, (1 − θ1), (1 − θ2)} and K1,K2 ∈ L∞(Ω), K =

max{|K1|, |K2|}. Then for any u, v ∈ Hγ
0 (Ω) and Ω being a convex domain, there

exists a constant C such that

A(u, v) ≤ C‖u‖Hγ
0
(Ω)‖v‖Hγ

0
(Ω).

Proof. According to the definition of A1(u, v) and the Cauchy-Schwarz inequality,

we have

A1(u, v) ≤θ1‖c(y)Dγ
xu‖‖xDγ

r(y)v‖+ θ2‖g(x)Dγ
yu‖‖yDγ

m(x)v‖
+(1− θ1)‖xDγ

r(y)u‖‖c(y)D
γ
xv‖+ (1− θ2)‖yDγ

m(x)u‖‖g(x)D
γ
yv‖.
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By using the inequality a1b1 + a2b2 ≤
√
a21 + a22

√
b21 + b22, a1, a2, b1, b2 > 0, we

obtain

A1(u, v) ≤
√
θ1‖c(y)Dγ

xu‖2 + θ2‖g(x)Dγ
yu‖2

√
θ1‖xDγ

r(y)v‖2 + θ2‖yDγ
m(x)v‖2

+
√
(1 − θ1)‖xDγ

r(y)u‖2 + (1 − θ2)‖yDγ
m(x)u‖2

√
(1 − θ1)‖c(y)Dγ

xv‖2 + (1− θ2)‖g(x)Dγ
yv‖2

≤θ̃
(
|u|Jγ

L,0(Ω)|v|Jγ

R,0(Ω) + |u|Jγ

R,0(Ω)|v|Jγ

L,0(Ω)

)
.

Combining with Lemma 2.1, we have

A1(u, v) ≤ 2θ̃|u|Hγ
0
(Ω)|v|Hγ

0
(Ω) ≤ 2θ̃‖u‖Hγ

0
(Ω)‖v‖Hγ

0
(Ω).

According to the definition of A2(u, v) and the Cauchy-Schwarz inequality, we

obtain

A2(u, v) ≤θ1‖K1‖L∞‖c(y)Dβ
xu‖‖v‖+ (1− θ1)‖K1‖L∞‖xDβ

r(y)u‖‖v‖

+θ2‖K2‖L∞‖g(x)Dβ
yu‖‖v‖+ (1− θ2)‖K2‖L∞‖yDβ

m(x)u‖‖v‖

≤θ̃‖K‖L∞‖v‖
(
‖c(y)Dβ

xu‖+ ‖g(x)Dβ
yu‖+ ‖xDβ

r(y)u‖+ ‖yDβ
m(x)u‖

)
.

Utilising the inequality a1 + a2 ≤
√
2(a21 + a22), a1, a2 > 0, we have

A2(u, v) ≤θ̃‖K‖L∞‖v‖
(√

2
(
‖c(y)Dβ

xu‖2 + ‖g(x)Dβ
yu‖2

)

+

√
2
(
‖xDβ

r(y)v‖2 + ‖yDβ
m(x)v‖2

))

≤
√
2θ̃‖K‖L∞‖v‖

(
|u|Jβ

L,0
(Ω) + |u|Jβ

R,0
(Ω)

)
.

According to Lemma 2.1 and Lemma 2.2 we get

A2(u, v) ≤ 2
√
2θ̃‖K‖L∞‖v‖|u|Hβ

0
(Ω) ≤ C‖K‖L∞‖u‖Hγ

0
(Ω)‖v‖Hγ

0
(Ω).

Thus, A(u, v) ≤ C‖u‖Hγ
0
(Ω)‖v‖Hγ

0
(Ω).

Lemma 4.2. Let θ̃ = max{θ1, θ2, (1 − θ1), (1 − θ2)} and K1,K2 ∈ L∞(Ω), K =

max{|K1|, |K2|}satisfy

‖K‖∞ <
cos(βπ/2)

√
2θ̃
(
1 +

(
1/Γ((3 + β)/2)

)2) . (4.1)

Then there exists a positive constant C(β,K, θ̃) such that for any u ∈ Hγ
0 (Ω),

A(u, u) ≥ C(β,K, θ̃)‖u‖2Hγ
0
(Ω).
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Proof. According to the definition of A1(u, u) and Lemma 2.3, we have

A1(u, u) =−
(

c(y)D
γ
xu, xD

γ
r(y)u

)
−
(

g(x)D
γ
yu, yD

γ
m(x)u

)

≥− cos(γπ)
(
‖c(y)Dγ

xu‖2 + ‖g(x)Dγ
yu‖2

)
= − cos(γπ)|u|2Jγ

L,0
(Ω).

Using Lemma 2.1, we obtain

A1(u, u) ≥ − cos(γπ)|u|2Hγ
0
(Ω) = cos(βπ/2)|u|2Hγ

0
(Ω).

By the fractional Poincaré-Friedrichs inequality, Lemma 2.2,

‖u‖L2(Ω) ≤
1

Γ(1 + γ)
|u|Hγ

0
(Ω).

It then holds that

‖u‖2Hγ
0
(Ω) = ‖u‖2L2(Ω) + |u|2Hγ

0
(Ω) ≤

(
1 +

( 1

Γ(1 + γ)

)2)
|u|2Hγ

0
(Ω).

Therefore,

A1(u, u) ≥ cos(βπ/2)|u|2Hγ
0
(Ω) ≥

cos(βπ/2)

1 +
(
1/Γ(1 + γ)

)2 ‖u‖2Hγ
0
(Ω).

According to the definition of A2(u, u) and the Cauchy-Schwarz inequality, we

obtain

A2(u, u) ≥− θ1‖K1‖L∞‖c(y)Dβ
xu‖‖u‖ − (1 − θ1)‖K1‖L∞‖xDβ

r(y)u‖‖u‖

− θ2‖K2‖L∞‖g(x)Dβ
yu‖‖u‖ − (1− θ2)‖K2‖L∞‖yDβ

m(x)u‖‖u‖

≥ − θ̃‖K‖L∞‖u‖
(
‖c(y)Dβ

xu‖+ ‖g(x)Dβ
yu‖+ ‖xDβ

r(y)u‖+ ‖yDβ
m(x)u‖

)
,

Utilising the inequality a1 + a2 ≤
√
2(a21 + a22), a1, a2 > 0, we have

A2(u, u) ≥−
√
2θ̃‖K‖L∞‖u‖

(
|u|Jβ

L,0(Ω) + |u|Jβ
R,0(Ω)

)
.

Using Lemma 2.1 and inequality a2 + b2 ≥ 2ab, a, b > 0, yields

A2(u, u) ≥ −2
√
2θ̃‖K‖L∞‖u‖|u|Hβ

0
(Ω) ≥ −

√
2θ̃‖K‖L∞(‖u‖2L2(Ω) + |u|2

Hβ
0
(Ω)

)

= −
√
2θ̃‖K‖L∞‖u‖2

Hβ
0
(Ω)

≥ −
√
2θ̃‖K‖L∞‖u‖2Hγ

0
(Ω).

Therefore the bilinear form is bounded below as

A(u, u) ≥
(

cos(βπ/2)

1 +
(
1/Γ(1 + γ)

)2 −
√
2θ̃‖K‖L∞

)
‖u‖2Hγ

0
(Ω).

(4.1) implies that

C(β,K, θ̃) =
cos(βπ/2)

1 +
(
1/Γ(1 + γ)

)2 −
√
2θ̃‖K‖L∞ > 0.

We also need the following two lemmas for the theoretical analysis.
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Lemma 4.3.15 Let the functions vj = v(·, tj) be in L2(Ω) for j = 0, 1, . . . , N . Then

the discrete L1 scheme satisfies

( r∑

i=1

liD
αi

N vn, vn
)
≥
( r∑

i=1

liD
αi

N ‖vn‖
)
‖vn‖ for n = 1, 2, . . . , N.

Lemma 4.4.15 Assume that the sequences {ξn}Nn=1 and {σn}Nn=1 are non-negative,

that V 0 ≥ 0, and that the sequence {V n}Nn=1 satisfies

V n
r∑

i=1

liD
αi

N V n ≤ ξnV n + (σn)2 for n = 1, 2, . . . , N.

Then

V n ≤ V 0+Γ(1−α1) max
j=1,...,n

{tα1

j ξj}+
√
Γ(1− α1) max

j=1,...,n
{tα1/2

j σj} for n = 1, 2, . . . , N.

Theorem 4.1. (Stability) The fully discrete scheme (3.4) is unconditionally stable,

and it holds that

‖un
h‖ ≤ ‖u0

h‖+ Tα1Γ(1− α1)k̃ max
j=1,2,...,n

‖f j‖ for n = 1, 2, . . . , N.

where k̃ = kmax/kmin.

Proof. In the fully discrete scheme (3.4), letting v = un
h, we have

(1
k

r∑

i=1

liD
αi

N un
h, u

n
h

)
+A(un

h, u
n
h) = (gn, un

h).

According to Lemma 4.2, discarding the non-negative term A(un
h, u

n
h), we obtain

(1
k

r∑

i=1

liD
αi

N un
h, u

n
h

)
≤ (gn, un

h). (4.2)

Letting un
h =

un
h√
k
, by Lemma 4.3, the left-hand-side of (4.2) can be estimated as

(1
k

r∑

i=1

liD
αi

N un
h, u

n
h

)
=
( r∑

i=1

liD
αi

N un
h , u

n
h

)
≥
( r∑

i=1

liD
αi

N ‖un
h‖
)
‖un

h‖

≥
( 1

kmax

r∑

i=1

liD
αi

N ‖un
h‖
)
‖un

h‖. (4.3)

By using the Cauchy-Schwarz inequality, we obtain the following estimate for the

right-hand-side of (4.2):

(gn, un
h) =

(
fn

k
, un

h

)
≤
∥∥∥∥
fn

k

∥∥∥∥‖u
n
h‖ ≤ 1

kmin
‖fn‖‖un

h‖. (4.4)

Substituting (4.3) and (4.4) into (4.2) yields

( 1

kmax

r∑

i=1

liD
αi

N ‖un
h‖
)
‖un

h‖ ≤ 1

kmin
‖fn‖‖un

h‖.
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Using Lemma 4.4, we obtain

‖un
h‖ ≤‖u0

h‖+ Γ(1− α1)k̃ max
j=1,2,...,n

{tα1

j ‖f j‖}

≤‖u0
h‖+ Tα1Γ(1− α1)k̃ max

j=1,2,...,n
‖f j‖.

The proof is completed.

We define the projection operator Ph as the orthogonal projection with respect

to the inner product A(u, v) such that

A(Phu, v) = A(u, v), ∀v ∈ Vh, for u ∈ Hγ
0 (Ω).

We assume there is an interpolation operator Ih from H2 to Vh such that

‖u− Ihu‖Hs(Ω) ≤ Chµ−s‖u‖Hµ(Ω), ∀u ∈ Hµ(Ω), 0 ≤ s < µ ≤ 2.

Lemma 4.5.7 Assuming that the solution u of the variational form A(u, v) = (f, v)

satisfies

‖u‖H2γ(Ω) ≤ C‖f‖L2(Ω),

then we have

‖u− Phu‖L2(Ω) ≤ Ch2‖u‖H2(Ω), γ 6= 3/4.

‖u− Phu‖L2(Ω) ≤ Ch2−ǫ‖u‖H2−ǫ(Ω), γ = 3/4, 0 < ǫ < 1.

Theorem 4.2. (Convergence) Let K ∈ L∞(Ω) satisfy (4.1) and ‖∂p
t u(·, t)‖ ≤

C(1 + tα1−p) for p = 0, 1, 2 and all t ∈ (0, T ]. Suppose un
h, u(tn) are numeri-

cal solution and exact solution of problem (1.2)-(1.4) at t = tn respectively, and

u, ut,0 D
αi

t u ∈ L2(0, T ;H2(Ω)). When we choose the triangular linear basis func-

tion, the error satisfies

‖un − un
h‖ ≤ C(h2−ǫ +N−min{2−α1,δα1}).

Here, ǫ = 0 when γ 6= 3/4 while 0 < ǫ < 1/2 when γ = 3/4.

Proof. According to Eq. (1.2) and fully discrete scheme (3.4), letting en = u(tn)−
un
h, we obtain

(1
k

r∑

i=1

liD
αi

N en, vh

)
+A(en, vh) = −(φn, vh),

where φn(x) := 1
k

r∑
i=1

li
(
C
0D

αi

t u(x, y, tn)−Dαi

N u(x, y, tn)
)
. Defining ρn = Phu(tn)−

u(tn), θ
n = Phu(tn)− un

h, taking vh = θn in above equation, then we have

(1
k

r∑

i=1

liD
αi

N θn, θn
)
+A(θn, θn) =

(1
k

r∑

i=1

liD
αi

N ρn, θn
)
− (φn, θn). (4.5)
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Clearly

Dαi

N ρn = Dαi

N ρn − C
0D

αi

t ρn +C
0 Dαi

t ρn

=
(

C
0 D

αi

t u(x, tn)−Dαi

N u(x, tn)
)
− Ph

(
C
0D

αi

t u(x, tn)−Dαi

N u(x, tn)
)
+ C

0D
αi

t ρn.

(4.6)

Substituting (4.6) into (4.5) yields

(1
k

r∑

i=1

liD
αi

N θn, θn
)
+A(θn, θn) =

(1
k

r∑

i=1

li
C
0D

αi

t ρn, θn
)
− (Phφ

n, θn). (4.7)

Recalling Lemma 4.2 and Lemma 4.3, we can obtain the following estimate for the

left-hand-side of (4.7):

(1
k

r∑

i=1

liD
αi

N θn, θn
)
+A(θn, θn) ≥

( 1

kmax

r∑

i=1

liD
αi

N ‖θn‖
)
‖θn‖+ C1‖θn‖2Hγ . (4.8)

According to the Cauchy-Schwarz inequality and the inequality ab ≤ εa2 + b2

4ε (ε >

0), the first term on the right-hand-side of (4.7) can be estimated as

(1
k

r∑

i=1

li
C
0D

αi

t ρn, θn
)
≤‖ 1

k

r∑

i=1

li
C
0D

αi

t ρn‖‖θn‖ ≤ 1

4ε
‖ 1
k

r∑

i=1

li
C
0D

αi

t ρn‖2 + ε‖θn‖2

≤ 1

4ε
‖ 1
k

r∑

i=1

li
C
0D

αi

t ρn‖2 + εC2‖θn‖2Hγ . (4.9)

By the Cauchy-Schwarz inequality and Lemma 4.5, the second term on the right-

hand-side of (4.7) can be estimated as

(Phφ
n, θn) ≤‖Phφ

n‖‖θn‖ ≤
(
‖Phφ

n − φn‖+ ‖φn‖
)
‖θn‖

≤
(
Ch2−ǫ‖φn‖H2−ǫ + ‖φn‖

)
‖θn‖ ≤ C‖φn‖‖θn‖, (4.10)

Substituting (4.8), (4.9) and (4.10) into (4.7), and letting ε = C1

C2
gives

( 1

kmax

r∑

i=1

liD
αi

N ‖θn‖
)
‖θn‖ ≤ C2

4C1
‖ 1
k

r∑

i=1

li
C
0D

αi

t ρn‖2 + C‖φn‖‖θn‖.

Using Lemma 4.5 again and the assumed condition C
0 D

αi

t u ∈ L2(0, T ;H2(Ω)), we

obtain
( r∑

i=1

liD
αi

N ‖θn‖
)
‖θn‖ ≤Ch2−ǫ

r∑

i=1

‖ C
0D

αi

t u‖2H2−ǫ + C‖φn‖‖θn‖

≤Ch2−ǫ + C‖φn‖‖θn‖.
By Lemma 4.4 and ‖θ0‖ = ‖Phu

0 − u0‖ = 0, we get

‖θn‖ ≤‖θ0‖+ CΓ(1 − α1) max
j=1,2,...,n

{tα1

j ‖φj‖}+ Ch2−ǫ
√
Tα1Γ(1− α1)

=CΓ(1 − α1) max
j=1,2,...,n

{tα1

j ‖φj‖}+ Ch2−ǫ
√
Tα1Γ(1− α1). (4.11)
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By Lemma 3.1, we have ‖φj‖ ≤ Cj−min{2−α1,δα1} and

tα1

j = Tα1

( j

N

)δα1

≤ Tα1

( j

N

)min{2−α1,δα1}
.

Since j/N ≤ 1, substituting this inequality into (4.11) yields

‖θn‖ ≤ CΓ(1 − α1)T
α1N−min{2−α1,δα1} + Ch2−ǫ

√
Tα1Γ(1 − α1).

Then we have

‖Phu
n − un

h‖ ≤ C(h2−ǫ +N−min{2−α1,δα1}).

It follows that

‖un − un
h‖ ≤ C(h2−ǫ +N−min{2−α1,δα1}).

This completes the proof of the theorem.

5. Numerical examples

In this section, we present three numerical examples to verify the effectiveness of

our theoretical analysis.

Example 5.1. Firstly, we consider the following time and space fractional diffusion

equation defined on a rectangular domain




l1
C
0D

α1

t u(x, y, t) + l2
C
0D

α2

t u(x, y, t) + l3
C
0D

α3

t u(x, y, t)−Dx

(
k(x, y)Dβ

θ1
u(x, y, t)

)

−Dy

(
k(x, y)Dβ

θ2
u(x, y, t)

)
= f(x, y, t), (x, y, t) ∈ Ω× (0, T ],

u(x, y, 0) = 0, (x, y) ∈ Ω,

u(x, y, t) = 0, (x, y, t) ∈ ∂Ω× (0, T ],

where Ω = (0, 1)× (0, 1), T = 1,

f(x, y, t) =
( l1Γ(4)t3−α1

Γ(4− α1)
+

l2Γ(4)t
3−α2

Γ(4− α2)
+

l3Γ(4)t
3−α3

Γ(4− α3)
+ l1Γ(1 + α1)

+
l2Γ(1 + α1)t

α1−α2

Γ(1 + α1 − α2)
+

l3Γ(1 + α1)t
α1−α3

Γ(1 + α1 − α3)

)
x2(1− x)2y2(1− y)2

− (1 + t2)y2(1− y)2
[
kx(x, y)

(
θ1p(x, β)− (1− θ1)p(1− x, β)

)

+ k(x, y)
(
θ1p(x, 1 + β) + (1− θ1)p(1− x, 1 + β)

)]

− (1 + t2)x2(1− x)2
[
ky(x, y)

(
θ2p(y, β)− (1− θ2)p(1− y, β)

)

+ k(x, y)
(
θ2p(y, 1 + β) + (1− θ2)p(1 − y, 1 + β)

)]
,

p(z, β) =
Γ(3)

Γ(3 − β)
z2−β − 2Γ(4)

Γ(4− β)
z3−β +

Γ(5)

Γ(5− β)
z4−β.

The exact solution is u(x, y, t) = (tα1 + t3)x2(1− x)2y2(1− y)2.
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We run the simulation by choosing α1 = 0.6, α2 = 0.5, α2 = 0.4, l1 = 1, l2 =

1, l3 = 1, θ1 = 0.4, θ2 = 0.6, k(x, y) = e0.01x−0.01y. Fig.2 shows the rectangular do-

main partitioned by unstructured triangular meshes for different h. The convergence

orders both in time and in space are given in Table 1 and Table 2. For the space

direction, the convergence orders in the L2 norm are shown in Table 1. As is shown

in the table, with different choices of the fractional orders, the order in the L2 norm

is about 2, which agrees with the theoretical analysis. For the time direction, based

on the theoretical results, the convergence order should be N−min{2−α1,δα1}. As is
shown in Table 2, with different fractional orders, the numerical results coincide

with Theorem 4.2, indicating the validity of the proposed method.

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Fig. 2. The rectangular domain partitioned by unstructured meshes used in the calculation for
h ≈ 3.1123× 10−1, 1.6759 × 10−1, 8.6682 × 10−2 and 4.3719 × 10−2.

Table 1. The L2 error and convergence order of spatial direction for β = 0.3, 0.8 at t = 1 with
δ = (2− α1)/α1, N = 1000.

h L2 error Order

3.1123e-1 2.8298e-04 —

β = 0.3 1.6759e-1 8.0832e-05 2.02

8.6682e-2 1.8266e-05 2.25

4.3719e-2 4.8952e-06 1.92

3.1123e-1 3.2978e-04 —

β = 0.8 1.6759e-1 9.8644e-05 1.95

8.6682e-2 2.4037e-05 2.14

4.3719e-2 6.4715e-06 1.92

Example 5.2. Next, we consider the following fractional Bloch-Torrey equation

on a circular domain




l1
C
0D

α1

t u(x, y, t) + l2
C
0D

α2

t u(x, y, t)− k̃
∂1+βu(x, y, t)

∂|x|1+β
− k̃

∂1+βu(x, y, t)

∂|y|1+β

= f(x, y, t), (x, y, t) ∈ Ω× (0, T ],

u(x, y, 0) = 0, (x, y) ∈ Ω,

u(x, y, t) = 0, (x, y, t) ∈ ∂Ω× (0, T ],
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Table 2. The L2 error and convergence order of temporal direction for β = 0.6 at t = 1 with
h2 = N−min{2−α1,δα1}.

N h L2 error Order

28 3.1123e-1 3.0379e-04 —

δ = 2−α1

2α1
165 1.6759e-1 8.9439e-05 0.69

1083 8.6682e-2 2.1089e-05 0.77

7652 4.3719e-2 5.7561e-06 0.67

10 3.1123e-1 3.0224e-04 —

δ = 1
α1

36 1.6759e-1 8.9517e-05 0.95

133 8.6682e-2 2.1113e-05 1.10

523 4.3719e-2 5.7515e-06 0.96

where Ω = {(x, y)|x2 + y2 < 1}, T = 1,

f(x, y, t) =
(
l1Γ(1 + α1) +

l2Γ(1 + α1)t
α1−α2

Γ(1 + α1 − α2)

)
(x2 + y2 − 1)2 +

k̃tα1

2 cos(π(1 + β)/2)[(
f1(x, a0, 1 + β) + g1(x, b0, 1 + β)

)
+
(
f1(y, c0, 1 + β) + g1(y, d0, 1 + β)

)

+ 2(y2 − 1)
(
f2(x, a0, 1 + β) + g2(x, b0, 1 + β)

)

+ 2(x2 − 1)
(
f2(y, c0, 1 + β) + g2(y, d0, 1 + β)

)

+ (y2 − 1)2
(
f3(x, a0, 1 + β) + g3(x, b0, 1 + β)

)

+ (x2 − 1)2
(
f3(y, c0, 1 + β) + g3(y, d0, 1 + β)

)]
,

a0 = −
√
1− y2, b0 =

√
1− y2, c0 = −

√
1− x2, d0 =

√
1− x2,

f1(x, a, β) = aD
β
x(x

4), f2(x, a, β) = aD
β
x(x

2), f3(x, a, β) = aD
β
x(1),

g1(x, b, β) = xD
β
b (x

4), g2(x, b, β) = xD
β
b (x

2), g3(x, b, β) = xD
β
b (1).

The exact solution is u(x, y, t) = tα1(x2 + y2 − 1)2.

In this example, we take α1 = 0.8, α2 = 0.7, l1 = 1, l2 = 0.5, k̃ = 1. Fig.3 shows

the circular domain partitioned by unstructured triangular meshes for different h.

The corresponding numerical results are given in Table 3 and Table 4. By choosing

different orders β, Table 3 illustrates the L2 error and spatial convergence order

with respect to varying mesh size h when taking N = 1000 and δ = (2 − α1)/α1.

We can see that the convergence is of second order in the spatial direction. Table

4 displays the L2 error and the convergence order of the temporal direction for

β = 0.6 at t = 1 with h2 = N−min{2−α1,δα1}. The orders of convergence displayed

indicate that the rate of convergence is N−min{2−α1,δα1}, as predicted by Theorem

4.2. So the scheme and algorithm are also valid for the Bloch-Torrey equation with

constant diffusion coefficient.
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-1 -0.5 0 0.5 1
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

-1 -0.5 0 0.5 1
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Fig. 3. The circular domain partitioned by unstructured meshes used in the calculation for h ≈

2.8917 × 10−1, 1.6444 × 10−1, 8.6550 × 10−2 and 7.1216× 10−2.

Table 3. The L2 error and convergence order of spatial direction for β = 0.3, 0.8 at t = 1 with
δ = (2− α1)/α1, N = 1000.

h L2 error Order

2.8917e-1 1.4428e-02 —

β = 0.3 1.6444e-1 4.0928e-03 2.23

8.6550e-2 1.0137e-03 2.17

7.1216e-2 6.4538e-04 2.32

2.8917e-1 1.7611e-02 —

β = 0.8 1.6444e-1 5.4727e-03 2.07

8.6550e-2 1.3908e-03 2.13

7.1216e-2 9.0772e-04 2.18

Table 4. The L2 error and convergence order of temporal direction for β = 0.6 at t = 1 with
h2 = N−min{2−α1,δα1}.

N h L2 error Order

63 2.8917e-1 1.6039e-02 —

δ = 2−α1

2α1
410 1.6444e-1 4.7804e-03 0.64

3487 8.6550e-2 1.2127e-03 0.64

6662 7.1216e-2 7.8324e-04 0.67

8 2.8917e-1 1.6429e-02 —

δ = 2−α1

α1
20 1.6444e-1 4.8673e-03 1.32

59 8.6550e-2 1.2124e-03 1.28

82 7.1216e-2 7.8092e-04 1.34

Example 5.3. Finally, we consider the following fractional diffusion equation on

an elliptical domain





l1
C
0D

α1

t u(x, y, t) + l2
C
0D

α2

t u(x, y, t)−Dx

(
k(x, y)Dβ

θ1
u(x, y, t)

)

−Dy

(
k(x, y)Dβ

θ2
u(x, y, t)

)
= f(x, y, t), (x, y, t) ∈ Ω× (0, T ],

u(x, y, 0) = (4x2 + y2 − 1)2, (x, y) ∈ Ω,

u(x, y, t) = 0, (x, y, t) ∈ ∂Ω× (0, T ],
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where Ω = {(x, y)|4x2 + y2 < 1}, T = 1,

f(x, y, t) =
( l1Γ(5)t4−α1

Γ(5− α1)
+

l2Γ(5)t
4−α2

Γ(5− α2)

)
(4x2 + y2 − 1)2 − (1 + t4)

{
kx(x, y)

[
θ1

(
16f1(x, a0, β) + 8(y2 − 1)f2(x, a0, β) + (y4 − 2y2 + 1)f3(x, a0, β)

)

− (1− θ1)
(
16g1(x, b0, β) + 8(y2 − 1)g2(x, b0, β) + (y4 − 2y2 + 1)g3(x, b0, β)

)]

+ k(x, y)

[
θ1

(
16f1(x, a0, 1 + β) + 8(y2 − 1)f2(x, a0, 1 + β) + (y4 − 2y2 + 1)

f3(x, a0, 1 + β)
)
+ (1− θ1)

(
16g1(x, b0, 1 + β) + 8(y2 − 1)g2(x, b0, 1 + β)+

(y4 − 2y2 + 1)g3(x, b0, 1 + β)
)]

+ ky(x, y)

[
θ2

(
f1(y, c0, β) + 2(4x2 − 1)f2(y, c0, β)

+ (16x4 − 8x2 + 1)f3(y, c0, β)
)
− (1 − θ2)

(
g1(y, d0, β) + 2(4x2 − 1)g2(y, d0, β)

+ (16x4 − 8x2 + 1)g3(y, d0, β)
)]

+ k(x, y)

[
θ2

(
f1(y, c0, 1 + β) + 2(4x2 − 1)

f2(y, c0, 1 + β) + (16x4 − 8x2 + 1)f3(y, c0, 1 + β)
)
+ (1− θ2)

(
g1(y, d0, 1 + β)

+ 2(4x2 − 1)g2(y, d0, 1 + β) + (16x4 − 8x2 + 1)g3(y, d0, 1 + β)
)]}

,

a0 = −1

2

√
1− y2, b0 =

1

2

√
1− y2, c0 = −

√
1− 4x2, d0 =

√
1− 4x2,

f1(x, a, β) = aD
β
x(x

4), f2(x, a, β) = aD
β
x(x

2), f3(x, a, β) = aD
β
x(1),

g1(x, b, β) = xD
β
b (x

4), g2(x, b, β) = xD
β
b (x

2), g3(x, b, β) = xD
β
b (1).

The exact solution is u(x, y, t) = (1 + t4)(4x2 + y2 − 1)2.

In this test, we take α1 = 0.8, α2 = 0.5, l1 = 2, l2 = 1, θ1 = 0.6, θ2 = 0.7,

k(x, y) = x+y+100. Fig.4 shows the elliptical domain partitioned by unstructured

triangular meshes for different h. The time and space errors and convergence order

are computed by choosing different values as shown in Table 5 and Table 6. The

numerical results agree well with the convergence results in Theorem 4.2.

These numerical examples demonstrate that the proposed unstructured mesh

finite element method is efficient in dealing with two-dimensional multi-term time

and space fractional Bloch-Torrey equations with variable coefficients defined on a

convex domains.

6. Conclusions

In this paper, we proposed an unstructured-mesh Galerkin finite element method

for two-dimensional multi-term time and space fractional Bloch-Torrey equations
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Fig. 4. The elliptical domain partitioned by unstructured meshes used in the calculation for h ≈

3.0312 × 10−1, 1.2558 × 10−1, 8.3913 × 10−2 and 6.9134× 10−2.

Table 5. The L2 error and convergence order of spatial direction for β = 0.3, 0.8 at t = 1 with
δ = (2− α1)/α1, N = 1000.

h L2 error Order

3.0312e-1 8.4999e-02 —

β = 0.3 1.2558e-1 1.4043e-02 2.04

8.3913e-2 5.2049e-03 2.46

6.9134e-2 3.5241e-03 2.04

3.0312e-1 9.1551e-02 —

β = 0.8 1.2558e-1 1.5465e-02 2.02

8.3913e-2 5.8974e-03 2.39

6.9134e-2 4.0081e-03 2.00

Table 6. The L2 error and convergence order of temporal direction for β = 0.6 at t = 1 with
h2 = N−min{2−α1,δα1}.

N h L2 error Order

20 3.0312e-1 8.5849e-02 —

δ = 1 179 1.2558e-1 1.4496e-02 0.81

490 8.3913e-2 5.4420e-03 0.97

796 6.9134e-2 3.7046e-03 0.87

11 3.0312e-1 8.5824e-02 —

δ = 1
α1

63 1.2558e-1 1.4506e-02 1.02

142 8.3913e-2 5.4471e-03 1.20

209 6.9134e-2 3.7079e-03 1.00

with variable diffusivity coefficient on irregular convex domains. The L1 method on

graded meshes is used to approximate the temporal multi-term Caputo fractional

derivative and FEM is used to discretise the space Riemann-Liouville fractional

derivative. Also, the stability and convergence of the fully discrete scheme are dis-

cussed by presenting the error estimations with respect to the L2 norm. Three

numerical results demonstrated the versatility and application of the techniques.
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