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Abstract: In this Article, we consider quantum dots with different structures and solve the Schrödinger equations for them by finite difference time-domain method and obtain the Eigenfunction’s​ ​and the Eigenvalue’s of these points.The FDTD method have an analysis that demonstrates the high accuracy of this method for solving quantum equations.The FDTD method is a suitable method for simulating electromagnetic phenomena, in this Article we present a simple formulation for the Schrödinger equation in FDTD. In fact, we get help from the idea of ​​FDTD and solve quantum equations. The most important structures we have simulated with this method are cubic quantum dot, spherical quantum dot, elliptical quantum dot and partial truncate-shaped quantum dots on the wetting layer. It is very difficult to solve the Schrödinger equation analytically for these structures, but by using the numerical method we obtain the Eigenfunction’s​  ​​and Eigenvalue’s ​​in a simpler way.
© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
Scientists and engineers in many industries have always been wondering how small the tool can be. As tools become smaller, they typically reduce their power consumption and improve their efficiency and performance [1]. Decades of advances in the study of zero-dimensional semiconductors, or semiconductor quantum dots, have led to the application of these systems in quantum information and quantum computing [2]. These small tools are especially applicable to the electronics industry and are also used in photonics. Small photonics are capable of interacting with light in unique ways that can be used to improve the efficiency of macroscopic instruments. As semiconductors become smaller, their behavior is determined more by quantum mechanics than classical physics, which is the starting point for the analysis of most nanostructured tools for characterization of properties and peculiarities of structure [3]. In these quantum systems, due to the spatial constraints imposed on the motion of the charge carriers, the density of the electron states is completely discrete and consequently the optical properties of these systems change dramatically. Therefore, these systems are widely used in the manufacture of optical and electronic components. Quantum dots allow for a detailed study of the interaction of particles in a controlled environment [3]. Semiconductor quantum structures have attracted much attention due to their unique physical properties and their potential applications in microelectronic and optoelectronic devices. Due to their relatively higher efficiency than bulk structures, these structures are also used in solar cells [4]. One of the characteristics of nanoscale structures is that one of the dimensions of the structure must be about 1 to 100 nm, the structure is repeatable and one of the macroscopic properties of the structure is changed. It is known that in the fourth century the Roman glassmakers made glass containing nanosized metal. The potential importance of the clusters was highlighted by Irish chemist Robert Boyle in a book entitled “The Skeptical Chemist” published in 1661. In 1857 Michael Faraday, in an article published in the “Philosophical Talks of the Royal Society”, attempted to explain how metal particles affected the color of church windows. Gustav Mai was the first to explain the dependence of the color of the glass on the size and type of metals used. Although Feynman gave his theoretical lecture in 1960, there were experimental activities on small metal particles in the 1950s and 1960s. At the time, those activities were not called "nanotechnology" and the number of these experiments was very low. Although uhlir reported his first observations on porous silicon in 1965, it did not receive attention until 1990, when the effect of fluorescence at room temperature on this metal was observed. In the early 1970s, teams at Bell and IBM laboratories built the first two-dimensional quantum wells. They were made with the help of thin-film growth techniques that made atomic arrangement a semiconductor layer. In nanoscale structures, electrons move in one, two or three directions in space, resulting in quantum structures. Because the restriction of motion to a few Angstroms causes quantum properties for the carriers, these structures are called quantum structures. When the motion is restricted to only one direction, while the motion is free in the other two directions, we have a quantum well. When the constraint is applied in two dimensions, it faces the quantum wire and when the motion is constrained in all three dimensions we have a quantum dot, that is, all three dimensions of a quantum dot in the nano range. Studies on quantum particles began in 1970, and in 1980 the group of semiconductor nanoparticles was made by Alexey Ekimov using glass matrix and by Louis Brus in colloidal solution, Reed Mark coined the term quantum dot in 1988 [5,6], in relation to a semiconductor quantum well bound in all three dimensions. A quantum well is a semiconductor structure in which the density of states of charge carrier is bounded in a spatial direction, which allows the energy to be quantized.This limitation is usually 2 to 100 nm, which is the same as the De Broglie wavelength of the electron-conducting band (and smaller than the electron-hole coupling radius), which eliminates the continuous alternation employed by the electron-confined wave. As the dimension decreases, the density of states changes markedly Fig.1(a) so that at zero the density of the states of matter is very similar to atoms. By limiting the carrier in three directions, the energy levels are discrete and are accommodated in all three directions [1]. Discrete spectra in quantum dots are important differences between these structures with quantum wires and quantum wells. Since these properties exist in atomic systems, quantum dots can be called individual atoms. Quantum dots do not contain the inner core, so they can contain a large number of electrons, which range from a few hundred to thousands of electrons in a small confined space. The size of the quantum dot has its limitations, the smallest of which is the amount of energy available for the electron and hole, which depends on the difference between the edge of condunction band and valance band of the semiconductors are used to form the quantum dot. To understand the concept of quantum dots, we consider the effects of quantum confinement on electrons. Quantum constraint occurs when one or more nanocrystal dimensions are close to the Bohr exciton radius. The concept of energy states, energy bandwidth, conduction band, valance band is still considered, however, the electron energy states cannot behave continuously, but must operate discrete. The limits of quantum wells or quantum wires allow at least one degree of freedom for electrons. As this limitation results in quantization of the electron spectrum, the density of states also changes. It also results in one- or two-dimensional energy bands, leaving at least one direction for the electron to propagate. The quantum dots can simply be considered as rectangular quantum dots, bounded in all three directions, also called quantum boxes. This restriction also eliminates the only degree of freedom left and the particle is displaced in all three directions, so the energy levels in all three directions will be disrupted. The overall structure of a quantum dot consists of the core, the shell and the coating [5]. Fig.1.(b) illustrates the diagram of energy states dissociation of quantum dots, in which a photon with more energy than the band gap, excites the electron from the valance band, which rapidly delivers the lowest energy bandwidth. It decreases with the lifetime of τ, where it is recombined with a single hole for the photon emission in the EG energy range [1,7].
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Fig. 1. a: The effect of reduce dimension on the density of states of quantum dots. The carriers are bound within these geometries.b: Simple schematic of energy states of quantum dot, solid circles represent electrons, and hollow circles represent holes. When the electron hits the valence band, it combines with the available hole and emits a photon with EG energy.
Introducing the FDTD method


The finite difference time-domain or Yee method is a numerical analysis technique used to simulate computational electrodynamics (finding the approximate solution of a system of differential equations) [8]. In this method, the derivatives of functions are approximated by their equivalent differences. Since this method is time-domain, FDTD solutions can cover a wide frequency range with a single run of the simulation. In a 1966 article by Yee [9], the use of central finite difference discrete grid operators in space and time for each component of the electric and magnetic field was applied to the Maxwell equations. The "finite difference time-domain ", or FDTD briefly, was started by Allen Taflove in 1980 [10]. Since 1990, FDTD techniques have emerged as the primary tool for modeling computation of many scientific and engineering issues related to the interaction of electromagnetic waves with material structures [11]. In this Article, we try to describe a simple formulation for the Schrödinger equation in the FDTD. We actually get the idea from the FDTD and solve the quantum equations. The extended FDTD method is employed to solve the Schrödinger equation of time-domain to determine tunneling electron transfer coefficients through the potential barrier [12]. The Schrödinger equation is the basis of quantum mechanics. Quantum mechanics problems are quite different from electromagnetic and acoustic problems. For example, the parameter used in wave equations, such as electric field and pressure is a function of space and time. However, unlike the electric field and the pressure is a complex number, because the electric field is a measurable quantity if it is not measurable, although it is a time-domain parameter. It is also difficult to attribute a specific physical concept to ψ. The result of multiplication ψ by the complex conjugate  shows the density of probability of the particle being at the point "r" at time "t" [13]. Another discussion that we are interested in is about quantum semiconductor points and their optical properties and the equations of quantum behavior of these points by FDTD method. Assuming different states for these points, we solve the Schrödinger equation by using the FDTD idea. By introducing this numerical method to solve quantum problems and with the help of MATLAB software for different potentials we solve the Schrödinger equation. Finally, we simulate the quantum dots of different structures with this numerical method and solve for them the Schrödinger equation and obtain their eigenfunction’s​  and eigenvalue’s.
Typographical style simulation and methodology for solving the schrödinger equation
3.1  schrödinger equation

Use initial cap for first word in title or for proper nouns. Use lowercase following colon. Title should not begin with an article or contain the words "first," "new" or "novel." When an electronic unit is made up of tiny particles that are in the nanometer range, the quantum effects in these parts will be important. Quantum effects represent a wide variety of physical mechanisms that are different from those described by classical physics. The Schrödinger equation is a general tool that can be applied to any atomic structure because it provides a wave function of a particle in space and time. This depends on the potential used for the structure under consideration.

          (1)
The wave function of a particle in space and time is shown by ψ(r,t),                                    Planck constant, m is the mass of the particle and V is the potential.
1. Author names The numerical model of the Schrödinger equation

After physically describing the Schrödinger equation, it is appropriate to examine the techniques available for numerical modeling. The pioneer of the Schrödinger equation is the Sullivan FDTD method. Note that this section describes a simple formulation for the Schrödinger equation in FDTD. The Schrödinger equation is the basis of quantum mechanics. If you don't know anything about quantum mechanics, this part can be a bit confusing. For example, the parameter used in the equations ψ(r,t), such as electric field and pressure is a function of space and time, but unlike electric field and pressure is a complex number, although it is a time domain parameter. The spatial and temporal derivatives of the FDTD method are approximated by their equivalent differentials, which are second-order derivatives. And first-order derivatives are written as follows:

                            (2)

                                            (3)
In FDTD, the simulation space is also discrete, it also uses a central finite difference to obtain the derivatives, which is used to obtain the derivative at one point before and after the point.
1. Three-dimensional formulation of the Schrödinger equation in FDTD

The Schrödinger equation time dependent is:

                      (4)

                 (5)
To avoid the use of complex numbers, the variable ψ(r,t) divides into its real and imaginary components.

                             (6)
By replacing Equation (6) in Equation (5) and separating the real and imaginary parts, the following two equations are obtained.

      (7)

         (8)
Here, the FDTD 3D cell is used to calculate the derivatives shown in Fig.2.
[image: ]
Fig. 2. FDTD 3D cell
Finally, we obtain two forms of the coupling equation for the imaginary and the real part, which we have put together as follows:

                                   (9)

                                         (10)
Therefore, we derive the Schrödinger equation in three dimensions using the finite difference time and space domain approximation and obtain the coupling equations for real and imaginary parts of the wave function [14,15].  m is the effective Mass and varies for different materials. We still do not know what the time step Δt should be. Unfortunately, unlike electromagnetic simulation, there are no specific Courant conditions (boundary conditions) for our guidance. Let's start with a logical number, that is, to prevent the sudden growth of Equation (10). This value will vary depending on the simulation stability from 1/8 to 0.1 and 0.01. In these two equations, time is denoted by high indices, ie n represents time t = nΔt. Remember that all relationships are written discretely for being on a computer. The expression n + 1 represents the next time step. Expressions in parentheses denote the distance, that is, k denotes the distance z = kΔx. In equations (9) and (10), the location ψreal and ψimag are also used. Space and time are considered as one in between. To show that the values ​​of ψreal lie between ψimag, the k + 1/2 and k-1/2 identifiers are used to describe ψimag. Similarly, the n + 1/2 and n-1/2 indices represent half the time step after and before n, respectively. This is illustrated in Fig.1.
2. Limited structures in three dimensions
2.1 Cubic quantum dot

We consider a particle like electron enclosed in a three-dimensional potential well of 10 * 10 * 10 nm and solve the Schrödinger equation using this potential by the FDTD method. We get some next excited states. In cubic quantum dots, the spatial variables are dependent and making the computation difficult to simulate in the next steps. Hence, considering the infinite spherical potential due to spherical symmetry leads to a one-dimensional problem and a simple solution of the Schrödinger equation with the radial variable.
[image: ]
Fig. 3. Cubic shaped quantum dot. With the dimensions of 10 * 10 * 10 on the walls of the well is ψ = 0, which emphasizes the wave function reflected and it is present in the problem space.
[image: ]
Fig. 4. Left: Wave function diagram of a cubic quantum dot at the end of the simulation in a particular cut, right: eigenfrequencies corresponding to the eigenstates.

[image: ]
Fig. 5. Diagram of the cubic quantum dot ground-state wave function 

[image: ]
Fig. 6. Graphs of cubic quantum dot energy states. These energies are E1 = 11.81meV, E2 = 23.42meV,                    E3 = 43.04meV, respectively.
4.2 Changing the physical properties of a spherical quantum dot in the presence of impurities
[image: ]
Fig. 7. A spherical quantum dot with a specified radius
The Hamiltonian of the system in three dimensions  is presented as follows:

                                                    (11)
The effective mass of the electron is m *, ε is the relative dielectric constant, ω the angular frequency of the harmonic oscillator, r is the position of the electron.In research, quantum dots have been considered in various forms. The wave function of impurities in quantum dots is strongly dependent on the potential barrier. As the quantum dot radius decreases, the spatial limitation of the carriers becomes very significant. Particularly in quantum dots with an infinite potential barrier, the kinetic energy of the electron increases, which increases the active potential between the electron and the impurity atom, so the total energy may shift from positive to negative within a certain radius. In addition, it is well known that dimension reduction, increases the effective power of the Columbian interaction. The results show that the change in the radius size changes the energy difference between the different states so that increasing the quantum dot radius leads to the shift of the energy diagram peaks to lower energies (Fig.10) and increasing refractive index changes (ie, change in optical properties of Matter) [16].
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Fig. 8. Diagram of the ground-state wave function , the first and second excited states of the spherical quantum dot after the simulation is completed.
[image: ]
Fig. 9. Spherical quantum dot energy level diagram. These energies are E1 = 118.1meV, E2 = 242.2meV,                  E3 = 396.4meV, E4 = 470.5meV, respectively.
[image: ]
Fig. 10. ground-state and first excited energy state of the spherical quantum dot with variable radius
[image: ]
Fig. 11. Difference between the energy of the ground-state and the first excited state for the spherical quantum dot with a variable radius.
As can be seen from Fig.10, as the radius of the spherical quantum dot increases, the energies of the ground state and the first excited state are shifted to lower energies, as well as the difference of the ground state energy and the first excited state  will decrease. Fig.11.
4.3  Study of the electronic properties of an elliptical quantum dot
[image: ]
Fig. 12. Elliptical shaped quantum dot
The behavior of an electron drop within the three-dimensional harmonic potential is as follows:

                                                      (12)

defines parabolic curves along x, y, and z. Here's a fundamental difference in how electrons are distributed within a quantum dot. In the electrostatic approximation (when the distribution of electrons does not change rapidly and their size is much larger than the effective radius of Bohr), the density of electrons within the three-dimensional sample is constant at the quantum dot, in contrast they accumulate in two-dimensional structures near the origin[17].
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Fig. 13. Ground-state and the first, second, and third excited states of the elliptic quantum dot wave function 
[image: ]
Fig. 14. Graphs of elliptical quantum dot energy levels. These energies are E1 = 225.2meV, E2 = 397.4meV,             E3 = 489.5meV, respectively.
The desired elliptical radii are a = 4.7nm, b = 4.7nm, c = 9.53nm, respectively. The mesh size is dx = 0.4nm. The number of time steps is taken to simulate 120,000 steps. This is a three-dimensional example. As the elliptical radius changes, the energy levels will shift and give us different energies.
4.4   Influence of the presence of a wetting layer on the partial truncate-shaped quantum dots

Experimentally, the three-dimensional confinement of electrons within islands by the growth of a thin layer of material such as InAs on a substrate such as GaAs exists in the Stranski Krastanov method. In this method, the mismatch of the grid and the surface energy parameters cause the strain to form and islands are formed on the wetting layer as a substrate. In experimental physics, the wetting layer is an initial layer of atoms created by the epitaxial growth method on which the surface of quantum dots or thin films grows self assembled. Atoms that form a wetting layer can be elements of metallic compounds (usually InAs in self assembled quantum dots) or metal alloys (for thin films). By spraying the surface with a layer of atoms at high temperature, a moist layer is formed on the surface. Wetting layers control artificial atomic states of the quantum dot for use in the processing of quantum information and quantum computing. The wetting layer is used as another parameter that can change the physics of quantum dots. Their thickness is usually     0.5 nm. Since points grow in different shapes and sizes as they grow, the size and shape depends on the technique growth conditions of the quantum dots. In different conditions, quantum dots grow with different geometries such as cones, cylinders, pyramids and domes. The structure used for the partial truncate-shaped quantum dot with the wetting layer is shown in Fig.15.
[image: ]
Fig. 15. Partial truncate-shaped quantum dot

In this section, we need to solve the time-dependent Schrödinger equation that has the potential of the  form of  Fig.15 to obtain the energy states of the partial truncate-shaped quantum dot. The procedure we followed was to first get the geometry of the problem into a matlab code. We then insert this geometry into the original code for solving the Schrödinger equation by FDTD and define in the corresponding code the potential to have a value of 1 within the geometry with the infinite potential outside of the geometry, with this assumption we did not need PML around the corresponding structure. [2,18] In the effective mass approximation, the Schrödinger equation is given as follows:

                                            (13)
The effective mass of electrons in InAs and GaAs is 0.026 and 0.067 times of the free electron mass, respectively. In the effective mass Schrödinger equation, the derivatives of the wave functions are discontinuous at the common boundary of the active substance and the matrix (the space where quantum dots are grown). The reason for this rupture is the different effective mass of electrons on both sides of the boundary. The following boundary condition modeling must be satisfied:

                                                                          (14)
Where n is the vector perpendicular to the surface in the InAs and GaAs intersection [18].


                                                          (15)
Here are a few different geometries. First, we obtain the quantum dot wave function and energy levels of Fig. 15 (where we consider the effective mass of the electron inside the quantum dot, 0.04  of electron mass, the mesh size is 0.4 nm and the number of time steps for the simulation is 120,000). The wetting layer height in this geometry is 4 nm, the bottom radius is 5 nm, the top radius is 1 nm and the height of the partial truncate is 15 nm.
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Fig. 16. Diagrams of the ground state and the first, second, and third excited state of partial truncate-shaped quantum dotin the presence of the wetting layer, in a slit in the z direction.
[image: ]
Figure 17. partial truncate-shaped quantum dot energy level diagram. These energies are E1 = 288.3meV,                  E2 = 456.5meV, E3 = 630.6meV, respectively.
We now divide the changes into several categories, considering four categories of geometry. In the first batch, the quantum dot parameters, such as the top radius and the radius of the bottom, are kept constant, and the height of the wetting layer varies from 5 to 15 nm.
[image: ]
Fig. 18. Energy level of ground and first excited state for partial truncate-shaped quantum dot with constant radius of 5 nm and constant height of 15 nm and wetting layer with variable height.
[image: ]
Fig. 19. Energy difference between the ground and first excited state for partial truncate-shaped quantum dot with constant radius of 5 nm and constant height of 15 nm and wetting layer with variable height.

Fig.19 shows the energy difference and this difference is proportional to the transition frequency. A peak around 8 nm is observed, this maximum corresponds to the entry and exit of the electron wave function into and out of the partial truncate-shaped quantum dot and the wetting layer. In the second set of variations, the bottom radius of the quantum dot is fixed at 5 nm and the quantum dot height is varied from 5 to 15 nm.
[image: ]
Fig. 20. Ground state energy and first excited state for a quantum dot with a constant radius of 5 nm and variable height
[image: ]
Fig. 21. Energy difference of ground state and first excited state for a quantum dot with 5 nm radius and variable height

As shown in Fig.21, with increasing partial truncate height, the energy difference rate decreases. In fact, as the quantum dot dimensions increase, the amount of electron energy decreases, which confirms the reduction of the quantum boundary within the dot. According to this figure, a troughs occurs at a height of about 12 to 13 nm, indicating the exit of the electron envelope function from the quantum dot. In the third batch, we consider the height of the quantum dot constant at 15 nm and the wetting layer thickness at 4 nm and change the bottom radius of the partial truncate-shaped quantum dot varies from 5 to 15 nm.
[image: ]
Fig. 22. ground state and first excited state energy for a quantum dot with a constant height of 15 nm and a variable bottom radius
[image: ]
Fig. 23. The energy difference between the ground state and the first excited state for a quantum dot with a constant height of  15 nm and a variable bottom radius

As shown in Fig.22, with increasing bottom radius of the quantum dot, the diagram of the energy states of the ground and first excited  states decreases exponentially. As the bottom radius of the quantum dot increases, the envelope function exits from the wetting layer. As shown in Fig. 23 about r = 6nm  for the ground state and about r = 7nm  for the first excited state,their eigenenergy diagrams decrease exponentially with increasing radius, which actually represents a linear relationship.
3. Summary
Here, we perform simulations of different quantum dots and obtain their eigenfunctions and their corresponding energy eigenvalues by the FTDT method. We propose a solution to the problem of the spatial parameter dependence of the cubic quantum dot, and finally simulate partial truncate-shaped quantum dot on the wetting layer, which was difficult to solve analytically, but we found that numerical methods could easily obtain eigenfunctions ​​and eigenvalues. The results section shows that the finite difference time-domain method gives us energy states exactly, so it can be used to solve Schrödinger equations for different structures including dome-shaped quantum dot, pyramid-shaped quantum dot, quantum wire with different structures and etc, therefore it was used to obtain energy states and to accurately characterize system properties.

Disclosures: “The authors declare no conflicts of interest.”
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