
 
 

ANALYTICAL SOLUTIONS TO RUNOFF ON HILLSLOPES WITH CURVATURE: NUMERICAL AND 
LABORATORY VERIFICATION 

 
Running Title: Analytical overland flow and curvature 

 
Dana Ariel Lapides1, Cy David1, Anneliese Sytsma2, David Dralle3, Sally Thompson4,5 

1- Department of Earth and Planetary Science, University of California, Berkeley, CA 
2- Department of Environmental Design, University of California, Berkeley, CA 
3- Department of Geology, Sacramento State University, Sacramento, CA 
4- Department of Civil and Environmental Engineering, University of California, Berkeley, CA 
5- Department of Environmental Engineering, University of Western Australia, WA 

 

Acknowledgements 
We would like to thank Michael Manga for generously providing lab space for the experiments 
conducted, Jeannie Wilkening for help in the lab, Twiggy Chen for assistance with 3-D printing 
and CNC fabrication, Erica Woodburn and Fadji Maina for guidance on setting up and running 
ParFlow, and Hana Moidu and Ellin Zhao for useful discussion. This work was supported by 
Engineering Research Center for Reinventing the Nation’s Urban Water Infrastructure (ReNUWIt) 
(AS), the National Science Foundation grants EAR-1013339 and EAR‐BSF1632494, the Hellman 
Foundation, the Gledden Foundation at the University of Western Australia's Institute for 
Advanced Studies, the Undergraduate Research Apprenticeship Program (URAP) at University of 
California, Berkeley, and the University of California, Berkeley. 



ANALYTICAL SOLUTIONS TO RUNOFF ON HILLSLOPES WITH1

CURVATURE: NUMERICAL AND LABORATORY VERIFICATION2

Dana Ariel Lapides1, Cy David1, Anneliese Sytsma2, David Dralle3, and Sally Thompson4,53

1Department of Earth and Planetary Science, University of California, Berkeley, CA. Email:4

danalapides@berkeley.edu5

2Department of Environmental Design, University of California, Berkeley, CA6

3Department of Geology, Sacramento State University, Sacramento, CA7

4Department of Civil and Environmental Engineering, University of California, Berkeley, CA8

5Department of Environmental Engineering, University of Western Australia, WA9

Keywords: analytical; hillslope; kinematic wave; laboratory; ParFlow; hydrograph; runoff;10

contour-average11

ABSTRACT12

Predicting the behavior of overland flowwith analytical solutions to the kinematic wave equation13

is appealing due to its relative ease of implementation. Such simple solutions, however, have14

largely been constrained to applications on simple planar hillslopes. This study presents analytical15

solutions to the kinematic wave equation for hillslopes with modest topographic curvature that16

causes divergence or convergence of runoff flowpaths. The solution averages flow depths along17

changing hillslope contours whose lengths vary according hillslope width function, and results in a18

one-dimensional approximation to the two-dimensional flow field. The solutions are tested against19

both two-dimensional numerical solutions to the kinematic wave equation (in ParFlow) and against20

experiments that use rainfall simulation on machined hillslopes with defined curvature properties.21

Excellent agreement between numerical, experimental and analytical solutions is found in all cases.22

The solutions show that curvature drives large changes in maximum flow rate qmax and time of23

concentration tc, predictions frequently used in engineering hydrologic design and analysis.24
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INTRODUCTION25

Accurate prediction of overland flow processes is essential to a range of management challenges,26

including flash flooding (Bracken and Croke, 2007; Foody et al., 2004), urban stormwater system27

management (Poff et al., 1997), and fluvial erosion (Howard et al., 1994). These outcomes28

impact infrastructure planning, design, flood risk estimation, and erosion mitigation (Grimaldi and29

Petroselli, 2015). Consequently, peak flow estimation for overland flow dominated systems has30

a long history, and numerous predictive methods are available to practitioners. These methods31

vary in their complexity, from numerical solutions of two-dimensional flow equations (Jones32

and Woodward, 2001; Ashby and Falgout, 1996; Kollet and Maxwell, 2006; Maxwell, 2013), to33

analytical expressions obtained from solutions of one-dimensional kinematic wave equations on34

a plane (Brutsaert, 2005), to even simpler empirical approaches such as the Rational Method35

(Mulvaney, 1851; Kuichling, 1889). Broadly, hydrologists selecting from these methods are faced36

with a tradeoff between process fidelity and ease of use, with the latter being particularly important37

for widespread adoption by practitioners (Douglas, 1991).38

If ease-of-use is an important determinant of the uptake of a method, then improving the39

predictions made by simple methods, without making them significantly harder to use, would be40

particularly valuable. Opportunities for such improvement could be associated with making better41

use of information about the land surface that regulates flow, for example by incorporating data42

from remote sensing (Petroselli, 2012); or by increasing the physical basis of predictive tools43

(Manoj et al., 2013; Grimaldi et al., 2012). Here, we attempt to enable both of these kinds of44

improvements by extending solutions of the physically-based hillslope kinematic wave equation to45

account for surface topographic curvature, a land surface property that can be derived from lidar46

remote sensing. For sufficiently simple hillslope morphologies (compare Troch et al., 2004), the47

resulting solutions are analytical and represent only a modest increase in numerical complexity48

relative to existing formulae.49

As outlined in Section 2, the major assumption needed to develop these predictions is that the50

two-dimensional flow field that arises on curved landscapes can be approximated by a one dimen-51
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sional, contour-averaged value (Fan and Bras, 1998). Testing this assumption is challenging: two52

dimensional analytical solutions do not exist for the case at hand, and two-dimensional numerical53

models contain their own uncertainty (e.g., from numerical approximation). Similarly, although54

empirical observations of flow behavior are available, it is often not possible to simultaneously55

(i) constrain landscape curvature, (ii) characterize the runoff generation process, and (iii) obtain56

high-resolution, local rainfall data in the same landscape - all of which are needed for model testing.57

In this situation, laboratory-scale experiments have a useful role to play (Blume et al., 2010; Klein-58

hans et al., 2010). We therefore undertake experiments in which simulated rainfall is applied to59

scale-models of hillslopes with prescribed curvature and runoff generation mechanisms to generate60

datasets against which to test the analytical solution. Comparing the analytical solution against61

both numerical and experimental datasets controls for different kinds of errors, and increases our62

confidence in the performance of the solution.63

The remainder of this paper proceeds as follows: we (i) provide background on the kinematic64

wave equation and previous solution methods applied to planar and more complex topography, (ii)65

present the new analytical solutions and describe their behavior, then test these solutions against66

numerical solutions of (iii) the Saint-Venant Equations and (iv) laboratory models of flow over67

divergent/convergent surfaces.68

THEORETICAL DEVELOPMENT69

Background70

The kinematic wave approximation simplifies the flowmomentum equations under the assump-71

tion of steady, uniform flow when gravitational forces accelerating flow are balanced by a friction72

slope that parameterizes bed shear stresses. The mass balance for flow along a two-dimensional73

cross-section is given by:74

∂H
∂t
+
∂Q
∂x
= (I − f )w (1)75
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where H is the flow cross-section [L2]; Q total flow across the cross-section [L3/T]; I rainfall76

intensity [L/T]; f (x, t) infiltration rate [L/T]; w(x) the width of the cross-section [L]; and t [T] and77

x [L] are the time and path coordinates respectively (Brutsaert, 2005). In general, for a cross-slope78

y coordinate with w = y2 − y1,79

H =
∫ y2

y1

hdy = wh̄ (2)80

where h(x, y, t) is water depth [L] and h̄(x, t) is the average depth [L] along the cross-section, and81

Q =
∫ y2

y1

qdy = wq̄ (3)82

where q(x, y, t) is flow rate [L2/T], and q̄(x, t) is the average flow [L2/T] along the cross-section.83

Using Equations 2 and 3, we rewrite Equation 1 as:84

∂

∂t
h̄w +

∂

∂x
q̄w = (I − f )w. (4)85

In effect, this simplifies the equations to one dimension so that no terms depend on the cross-slope86

coordinate. The limitations of this approach are explored later. This one-dimensional averaged87

equation is equivalent in form to the solution for a one-dimensional streamline in the case of88

w = Const . Note that overbars are omitted in this section since the results are applicable to both89

the one-dimensional equation and the contour averaged one-dimensional equation (Equation 4) that90

represents two-dimensional flow.91

To solve these equations, the friction slope must be related to surface roughness and flow

properties, typically via a Darcy-Weisbach friction factor. For turbulent flow, where the friction

factor scales with relative roughness, this results in relationships between flow and depth of the

form:

q = αhm, (5)

which are often referred to as kinematic roughness equations (Brutsaert, 2005). The term α depends92
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on surface roughness, while m depends on the flow regime. Here we use either m = 5/3 or m = 293

(Morgali, 1970; Woolhiser and Liggett, 1967), corresponding to turbulent or transitional flows94

respectively.95

The kinematic wave equation can be used to describe runoff generation during rainfall on a96

homogeneous hillslope. Runoff is generated homogeneously along the hillslope beginning at the97

time of ponding tp, prior to which all rainfall infiltrates, and the flow depth is h = 0 by definition. A98

boundary condition of h = 0 is usually assumed at the hillslope divide (x = 0), which results in a no99

flow boundary condition for Equation 5. An initial water depth of h = 0 is assumed at all locations100

at t = 0 (Giráldez and Woolhiser, 1996). Kinematic flow that results from these conditions can be101

visualized via a characteristic net, as shown in Figure 1. Lines in the characteristic net represent102

space-time trajectories along which the flow equations can be simplified into ordinary differential103

equations. These trajectories are called the characteristics t(x) of the wave equation (Lighthill104

and Whitham, 1955). Flow obeying the kinematic wave equation moves along the characteristics105

prescribed by t(x) with depth (h(x, t)) and flow rate per unit contour width (q(x, t)). Hydrographs106

are generated by solving for flow at the hillslope outlet (q(L, t)), located at x = L. The discharge q107

is related to the flow celerity by Equation 5. The wave celerity u is defined by u = ∂x
∂t [L/T]. As a108

characteristic becomes flatter ( ∂x
∂t approaches∞), the wave celerity u, depth h (by Equation 7), and109

therefore the flow per unit width q (by Equation 5) all increase.110

Three distinct domains in the hydrograph – Domain 1 - the rising limb, Domain 2 - equilibrium111

flow, andDomain 3 - the recession (or falling limb) – can be interpreted directly via the characteristic112

net. The hydrograph’s rising limb is generated by characteristics originating at the time of ponding,113

anywhere in space (i.e. along the x-axis of the net). The further the origin of the characteristic114

from the outlet (the smaller x at t = tp) the later the characteristic crosses x = L; in other words,115

the contributing area of the hillslope increases over time until the characteristic originating at x = 0116

(shown in solid gray) crosses x = L. At this time (t = te), the hillslope reaches an equilibrium117

flow condition, and the rising limb ends. For t > te, new characteristics can only be initiated at the118

divide, x = 0. On a planar hillslope experiencing constant I and f , these characteristics behave119
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identically until the end of the storm, leading to equilibrium (steady state) flow at x = L. When the120

storm ends at t = tr , ponded water infiltrates without replenishment, slowing the flow and curving121

the characteristics upward. The fraction of these characteristics that cross the x = L boundary122

form the falling limb of the hydrograph. The remainder describe the pathways taken by water that123

infiltrates on the hillslope. Solving the ordinary differential equations along the characteristics of124

the wave equation in these three domains results in three equations to describe a hydrograph: a125

solution structure we follow when considering convergent/divergent slopes.126

General Equation127

Equation 4 describes the average flow along a hillslope contour. Using h̄ and q̄ allow us to128

retain the simplicity of a one-dimensional equation but generalize solutions to non-planar hillslopes129

by defining the width function w(x) that describes the linear distance between contour endpoints130

at each point x along a hillslope. Here, we present solutions for the simplest case where rainfall131

with constant intensity I falls on an impermeable slope with f = 0. The solution is unchanged for132

constant f , and can be generalized using e.g. the methods of Giráldez and Woolhiser (1996) for133

time-varying infiltration.134

Using Equation 5, Equation 4 can be rewritten as:135

∂ h̄
∂t
+ mh̄m−1α

∂ h̄
∂x
= I − α

1
w

dw
dx

h̄m. (6)136

We use the method of characteristics (Lighthill and Whitham, 1955) to transform Equation 6 into137

a system of ODEs:138

dx
dt
= mh̄m−1α (7)139

and140

dh̄
dt
= I − α

1
w

dw
dx

h̄m. (8)141
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Analytical solutions142

To obtain analytical solutions to equation 8, we use an exponential width function with the143

form:144

w(x) = ceax . (9)145

The exponential allows for both convergent (a < 0) and divergent (a > 0) slopes. The bottom row146

of Figure 1 illustrates the shape of hillslopes with an exponential width function for different values147

of a.148

To proceed with a solution, we firstly we note that:149

dw
dx
= aceax, (10)150

allowing solution to Equation 8 through the simplified form:151

dh̄
dt
= I − αah̄m. (11)152

To facilitate an analytical solution, we specify m = 2 in Equation 5 for mixed turbulent153

and laminar conditions. Semi-analytical solutions are available for other values of m using a154

hypergeometric function. While we principally select m = 2 to preserve analytical tractability, this155

approximation is nonetheless reasonable for describing flow on most land surfaces (Giráldez and156

Woolhiser, 1996; Baiamonte and Singh, 2015).157

With these assumptions, we separately solve the equations within the three space-time domains158

described in Section 2. Each domain corresponds to a different set of boundary conditions, for159

which Equations 7 and 11 are solved. To assist in navigating the equations, a list of symbols is160

provided as Table 1.161

Domain 1, the Rising Limb: Characteristics originating from 0 ≤ x ≤ L, t = tp162

Characteristics in Domain 1 originate at the time of ponding at any point in space. The boundary163

conditions on these characteristics are x = x0, where x0 lies between the divide and the hillslope164
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outlet, and t = tp.165

Equation 11 can be integrated subject to these boundary conditions :166

∫ t

tp
dt =

∫ h̄

0

1
I − αah̄m

dh̄, (12)167

yielding the semi-analytical equation:168

t = tp +
h̄
I 2F1[1,

1
m
,1 +

1
m
,
aαh̄m

I
]. (13)169

where 2F1 is the Gauss hypergeometric function (Abramowitz and Stegun, 1972). For m = 2,170

Equation 13 yields a relationship between the rainfall and hillslope properties ( f and a), time, and171

the depth of flow:172

t =


tp +

√aα
I tanh−1

(
h̄
√aα

I

)
a ≥ 0

tp +
√
−aα

I tan−1
(
h̄
√
−aα

I

)
a ≤ 0

(14)173

We also integrate the other differential equation, Equation 7, with the boundary condition x = x0174

at t = tp, and use Equation 11 to change the integration variable from t to h:175

∫ x

x0

dx =
∫ t

tp
mh̄m−1αdt =

∫ h̄

0

αmh̄m−1

I − αah̄m
dh̄, (15)176

giving:177

x = x0 +
ln(I)

a
−

ln(I − aαh̄m)

a
, (16)178

Equation 16 can be re-arranged to express h̄ as a function of x and x0:179

h̄(x) =
(

I − Ieax0−ax

aα

)1/m
(17)180

Substituting Equation 17 into Equation 13 gives the equation of the characteristics t(x). Equation181

17 is applied along the characteristics, giving h̄(x) for all initial conditions x0. The depth of the182

flow at the hillslope outlet is given by h̄(L), which is substituted into Equation 5 to obtain the183
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hydrograph.184

For short storms (or for low wave celerities), the end of the storm t = tr may arrive before a185

characteristic reaches the hillslope outlet. In this case, the values x and h̄ at t = tr are noted as x∗186

and h̄∗ and provide the boundary conditions for the characteristics in Domain 3.187

Domain 2, Equilibrium Flow: Characteristics originating from x = 0, tp ≤ t ≤ tr188

Characteristics in this domain originate at the hillslope divide between the time of ponding and189

the end of rainfall at t = tr . The boundary conditions for the equation are x = 0 and tp ≤ t0 ≤ tr .190

The relationship between time and flow depth along the characteristics is obtained by integrating191

Equation 11 from t = t0 to t (if the characteristic reaches x = L by time t), or from t = t0 to tr (for192

characteristics present on the domain at the end of rainfall):193

∫ t

t0
dt =

∫ h̄

0

1
I − αah̄m

dh̄, (18)194

which gives:195

t = t0 +
h̄
I 2F1[1,

1
m
,1 +

1
m
,
aαh̄m

I
], (19)196

and again is fully analytical for m = 2:197

t =


t0 +

√aα
I tanh−1

(
h̄
√aα

I

)
a ≥ 0

t0 +
√
−aα

I tan−1
(
h̄
√
−aα

I

)
a ≤ 0.

(20)198

To obtain the characteristic equation, x(t), Equation 7 is integrated for characteristics starting at199

x = 0, again using Equation 11 to change the variable of integration:200

∫ x

0
dx =

∫ t0

tp
mh̄m−1αdt =

∫ h̄

0

αmh̄m−1

I − αah̄m
dh̄, (21)201

giving:202

x =
ln(I)

a
−

ln(I − aαh̄m)

a
. (22)203
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The flow depth h̄ can then be explicitly expressed as a function of x:204

h̄(x) =
(

I − Ie−ax

aα

)1/m
. (23)205

When rain stops at t = tr , values of x and h̄ on each characteristic, denoted as x∗ and h̄∗, provide206

the initial conditions for Domain 3.207

Domain 3, the Recession/Falling Limb: Characteristics present on the hillslope at t = tr for all208

values of x along the hillslope until the time when no water remains on the surface209

For t > tr , the rainfall rate I = 0, so Equation 11 becomes:210

dh̄
dt
= −αah̄m. (24)211

All characteristics present in this domain originated from domains 1 or 2, and have boundary212

conditions x∗ and h̄∗ at t = tr set by the solution from the previous domains. Integrating equation213

24 with these boundary conditions:214

∫ t

tr
dt =

∫ h̄

h̄∗

−1
αahm dh, (25)215

gives:216

t = tr +
1

aα(m − 1)

(
1

h̄m−1
−

1
h̄m−1
∗

)
, (26)217

or in the case of m = 2,218

t = tr +
1

aα

(
1
h̄
−

1
h̄∗

)
(27)219

Equation 7 is then integrated, changing the variable of integration with Equation 24:220

∫ x

x∗
dx =

∫ t

tr
mh̄m−1αdt =

∫ h̄

h̄∗
−
αmh̄m−1

αah̄m
dh̄ =

∫ h̄

h̄∗
−

m
ah

dh̄, (28)221
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to give:222

x = x∗ +
m
a

ln
(

h̄∗
h̄

)
. (29)223

And the flow depth h̄ is then expressed as:224

h̄ = h̄∗e−
a
m (x−x∗), (30)225

which can be solved for x = L and converted from flow depth to discharge to obtain the hydrograph.226

Thus, for constant f and I, a set of general and numerically solvable solutions for any m > 0227

are given by: Domain 1 – Equations 13 and 23, Domain 2 – Equations 19 and 23, and Domain 3 –228

Equations 26 and 30. For the fully analytical solutions associated with m = 2 the relevant equations229

are: Domain 1 – Equations 14 and 23, Domain 2 – Equations 20 and 23, and Domain 3 – Equations230

27 and 30, in conjunction with Equation 5, used to relate flow depth h to unit discharge q.231

Modeling Scenarios232

We used the analytical model to explore the impact of hillslope divergence and convergence233

on hillslope hydrology. Firstly, we qualitatively explored the behavior of equilibrium and non-234

equilibrium storms on hillslopes with convergent versus divergent topography, and interpreted the235

behavior of the resulting characteristic nets and hydrographs in terms of hillslope topography. Next,236

to allow quantitative comparisons between hydrographs, we held the total hillslope area Amax and237

length L constant for three curvature cases: 1) a very convergent hillslope with a = −0.02, 2) a238

uniform width hillslope, described by a = 0, and 3) a very divergent hillslope with a = 0.02. We239

examined how the hydrograph shape, time to equilibrium flow te, and maximum discharge rate qmax240

for equilibrium storms (tr > te, where the hydrograph demonstrates a period of constant equilibrium241

flow at the peak value) and non-equilibrium storms (tr ≤ te, where the peak is represented by a242

point, not an interval of equilibrium flow) varied as a function of the curvature parameter a.243

The characteristic nets in Figure 1 show the model predictions for a non-equilibrium storm244

(tr > te) and an equilibrium storm (tr ≤ te), and for convergent, planar, and divergent slopes.245

Different qualitative hydrograph behavior between the convergent and divergent slopes for an246
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equilibrium storm is shown in the top row in Figure 1. The convergent hydrograph rises rapidly247

before reaching peak flow, whereas the divergent hydrograph rises in a more linear fashion from the248

start of the storm. These differences are intuitively related to the hillslope geometry of the different249

slopes, which means that the rate of change of contributing area, ∂A/∂t, increases with time up to250

t = te on convergent slopes, but declines on divergent slopes.251

The shape of the characteristics differs between the convergent and divergent cases. For the252

convergent slope, the characteristics become flatter with increasing x, indicating acceleration of253

the flow as it is concentrated by the slope convergence.254

The characteristics on the divergent slope approach a constant velocity (a diagonal line on the255

characteristic net) as x increases. After the storm ends, the flow on the convergent slope continues256

to accelerate as it exits the domain. On the divergent slope, the curvature decelerates the flow,257

causing a rapid recession.258

Non-equilibrium storm conditions are shown in the middle row of Figure 1. In these storms,259

the boundary characteristics originating from x = 0 (shown in dark gray) do not reach the bottom260

of the hillslopes before the storm ends. On the convergent hillslope, the hydrograph continues to261

rise after the non-equilibrium storm ends. This reflects the large volume of water already present262

in the domain at the upslope end of the watershed, and its acceleration downslope via topographic263

convergence, evident in the flattening of the characteristics even after the rain ends at tr . Even though264

the boundary characteristic crosses the outlet well after tr , it is the crossing of this characteristic that265

determines the timing of the peak flow (compare with a planar slope for non-equilibrium storms,266

where peak flow corresponds to the end of the storm (Giráldez and Woolhiser, 1996)). For the267

divergent hillslope, the end of the non-equilibrium storm coincides with qmax . Like the equilibrium268

storm case, the water on the hillslope decelerates due to topographic divergence, infiltrates locally,269

and forms a steep falling limb.270

Figure 2 shows the hydrographs produced by three exponential width hillslopes of equal area but271

different curvature (very convergent a = −0.02, uniform width a = 0, and very divergent a = 0.02)272

for a 60 min duration, 5 cm/hr storm with no infiltration. All hillslopes reach equilibrium. The273
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divergent slope (dark blue) hydrograph rises fastest initially, since most of the hillslope area is274

close to the outlet. The convergent slope hydrograph rises sharply as the runoff from higher in275

the watershed reaches the outlet, since most of the watershed area is far from the outlet. Thus,276

the approach to qmax is gentle for the divergent slope hydrograph and becomes sharper as the277

slope becomes more convergent. All slopes exhibit the same total maximum flow Qmax , but the278

convergent slope produces this maximum first. As seen in Figure 2, the difference in the time of279

equilibrium te is more than 20% between the slopes.280

Unsurprisingly, the degree and directionality of curvature has a direct impact on the peak281

flow per unit contour qmax at the hillslope outlet, as shown in the inset in Figure 2. While282

all hillslopes produce the same total hillslope discharge, due to the equilibrium conditions, and283

identical hillslope area and storm properties, the unit discharge is normalized by contour length,284

generating the different values of qmax . While trivial, this result is also linked to large differences285

in flow depth and velocity with differences in curvature, with important practical outcomes for e.g.286

inundation, erosion risk and safety.287

The divergent slope hydrograph falls most steeply during the recession, reflecting that most288

water on the hillslope at the end of the storm is located near the outlet. Flow from the uniform289

width and convergent slopes declines more slowly.290

METHODS291

Comparison to Numerical Simulations292

The analytical solutions obtained above required several assumptions, notably the assumption293

that flow is one-dimensional along lines of steepest descent (streamlines), and that the flow is294

near-uniform along contours. For sufficiently curved slopes, the two-dimensional nature of surface295

flow would violate these assumptions, making the analytical solutions unreliable. To identify when296

this occurs, we compared predictions of the hillslope hydrograph made with the solutions obtained297

in Section 2 to predictions made using numerical solutions of the two-dimensional kinematic wave298

equations on a common set of divergent and convergent hillslopes. We used ParFlow (Jones and299

Woodward, 2001; Ashby and Falgout, 1996; Kollet and Maxwell, 2006; Maxwell, 2013) to solve300
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the two-dimensional kinematic wave equations for a range of values of a. ParFlow represents flow301

resistance using Manning’s equation. We therefore firstly compared ParFlow output to numerical302

solutions of our semi-analytical m = 5/3 solution. We also compared the ParFlow predictions to303

the analytical solutions where m = 2, noting that in these cases, error arises from both the change304

in the value of m between ParFlow and the solution, and from loss of validity of the assumptions.305

To evaluate the similarity between ParFlow and our solutions, we compared the peak discharge,306

the RMSE between the numerical hydrographs and the (semi-)analytical hydrographs, and the307

difference between hydrograph shapes, which we evaluated with a metric ξ, defined as the RMSE308

between two hydrographs, normalized by the maximum flow rate. If the assumptions used in the309

derivation are met, then peak flows would be identical on identical hillslopes simulated by the310

different models, and the RMSE and the shape metric ξ would tend to zero. We also report the311

coefficient of variation (CV) in flow across all hillslope cells at the outlet in the ParFlow simulation312

as a metric of uniformity across the contours, anticipating that the analytical solutions would313

become less reliable as CV increased. Several ParFlow simulations on divergent hillslopes formed314

a localized numerical instability around the center-line of the domain. Although persistent, the315

instability represented < 0.01% of the flow. We removed these aberrant points and interpolated the316

flow predictions across the gap before comparing to the analytical solutions.317

We compared analytical and ParFlow solutions for a range of hillslopes with exponential width318

functions produced with the equation suggested by Evans (1980):319

z = H(1 − x/L)k + ωy2, (31)320

where x and L are again the hillslope coordinate and the hillslope length; y is the cross-slope321

horizontal coordinate, with y = 0 corresponding to the centre-line of a symmetrical hillslope; z322

is vertical elevation above a datum located at x = L; H is the elevation change between x = 0323

and x = L at y = 0; and k and ω are parameters describing hillslope curvature. Examples of this324

topography are shown in Figure 1.325
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The lines of steepest descent are given, for k = 1, by:326

y =
C
2

e−
2ωL
H x, (32)327

where C/2 is a constant of proportionality. For flow that follows the lines of steepest descent, we328

can truncate the landscape along any streamline without altering flow behavior in the remaining329

section of the landscape.330

To do this, we define a hillslope that is symmetric about y=0, with width function:331

w = 2
C
2

e−
2ωL
H x or (33)332

w = Ceax, (34)333

where a = −2ωL/H.334

The expression for a shows that for ω > 0, the hillslope is convergent, and for ω < 0, the335

hillslope is divergent. Values of C were computed by fixing L, H, ω and a hillslope area Amax336

across all simulations.337

We generated landscapes with a values ranging from a = −0.1 to a = 0.1 on a hillslope with338

H = 2.5 m and L = 50 m, holding the hillslope area constant for all simulations. We ran all339

simulations with Manning’s n = 0.0001 during a 125 minute rainstorm with 50 mm/hr intensity.340

While the Manning’s n used in these simulations is unusually small and not likely to represent real341

landscapes, sensitivity tests indicate that qualitative results are insensitive to the choice of n, and342

a small n value allows us to resolve the full falling limb with decreased computational cost. We343

checked that ParFlow simulations were stable with respect to a change in space or time discretization344

(see Appendix II). All simulations were therefore run using ∆x = 0.5 m and ∆t = 0.005hr .345
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Experimental346

Model Set-up347

Three model hillslopes were constructed using CNC machining to conform to Equation 31, for348

three values of a: a convergent hillslope with a = −0.05, a planar hillslope with a = 0, and a349

divergent hillslope with a = 0.05. A script used to produce 3-D printed prototypes is included in350

the data supplement (Lapides, 2020a). Models were built at scale so that for a = −0.05, spatial351

measurements scale at 1:30 compared to full-scale, and a = 0.05 is constructed at 1:40 scale. The352

a = 0 hillslope can be considered at any scale, allowing for easy comparison to both the a = 0.05353

and a = −0.05 hillslope cases. The particular scaling is explicitly required since the width function354

is exponential with distance. For instance, if the outlet is 1 m wide, and the divide is 0.2 m wide for355

a hillslope that is 1 m long, the optimal exponential fit is w = 0.2e1.61x . If we consider this to be356

a 1:100 scale model, then the best fit is w = 20e0.0161x . Thus, both C and a scale with the scaling357

parameter, so the scale controls the value of a. Thus, the scale and value of a must be chosen358

together. Considering the slope at a different scale changes the value of a.359

The hillslopes were constructed from 1 m × 1 m × 0.025 m insulation foam blocks, glued360

together with marine grade epoxy to form an initial 0.08 m high blank. CNC machining of these361

blanks is shown in Figure 3 (a) and (b). Following machining, the hillslope surfaces were smoothed362

by filling cracks with insulation foam and marine grade epoxy, and the filled cracks were sanded to363

match the adjacent surface height using 0.5mm sandpaper, leaving the finish shown in Figure 3 (c).364

This finished surface was hydrophobic, so we coated the hillslopes with < 250µm sieved builders365

sand at a average density of 0.22 g/cm2 (based on the weight of sand applied to the known hillslope366

areas), using a thin layer of epoxy as an adhesive. The resulting final surfaces of the hillslopes are367

shown in Figure 3 (d) for a = −0.05, (e) for a = 0, and (f) for a = 0.05. Finally, we used aluminium368

foil to form boundary conditions and prevent water entering or leaving the model hillslope domain.369

We constructed a simple rainfall simulator by arranging 6 atomizing nozzles pointing directly370

down at locations shown in Figure 4. Nozzles were connected to a University of California Berkeley371

building water main via a valve with a pressure equalizer. The path to each nozzle from the valve372
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was of an equivalent length and passed through through identically sized tubes and connectors.373

We restricted the outlets to 6 nozzles in order to maintain high enough pressure in the system to374

achieve atomizing spray. If pressure drops, nozzles drip intermittently, creating large changes in375

uniformity of the rainfall. Tests of the rainfall simulator performance showed that it was variable376

(average coefficient of uniformity of 17% compared to benchmarks of 70-94% Humphry et al.,377

2002; Esteves et al., 2000; Meyer and Harmon, 1979; Moore et al., 1983; Shelton et al., 1985),378

and that some areas received systematically more rainfall than others (see Appendix Section III379

for details of the tests). However, this spatial pattern was symmetrical and persistent across tests.380

While the simplicity of the simulator design means that effective rainfall on hillslope scales needs381

to be back-calculated from equilibrium flow values, the performance of the rainfall simulator was382

robust enough for us to proceed with flow generation experiments.383

The experiment was set up as shown in Figure 4b). Hillslope models were placed on a levelled384

surface, with the rainfall simulator 0.7m above the model. A funnel constructed of medium density385

fiberboard and aluminium foil was used to direct flow from the base of the hillslope into a beaker386

on a mass balance. Rainfall was initiated while the hillslope was covered with an impermeable387

cover. Once the cover was removed, we subjected the hillslopes to 5 minutes or 10 minutes of388

rainfall simulation, after which the rain cover was replaced (and the simulator turned off), and flow389

continued until it became negligible. The mass of the beaker was recorded continuously throughout390

each experiment and tabulated on one-second intervals. Experiments were run 3-5 times for each391

hillslope.392

We smoothed mass-time curves by quadratic locally-weighted regression with a tricubic kernel393

using the python statsmodels library (Cleveland, 1979a; Hastie et al., 2009). An optimal smoothing394

method was determined by selecting the method that produced the hydrograph with the smoothest395

curve that accurately fits the data. This was determined by examining the RMSE between the396

smoothed curve and the data in addition to the “noisiness" of the curve, measured as the mean397

frequency of concavity reversal. The resulting smoothed curve was converted into a hydrograph398

using a finite difference method. Details on quality control of hydrographs and the selection of an399
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optimal smoothing method can be found in Appendix Section V. A list of the tested methods is400

found in Table 3.401

To enable us to parameterize the constants in the experiment, we separately analyzed 1) the rising402

limb, 2) equilibrium peak flow, and 3) the falling limb of the hydrograph. Because the strongest403

sensitivity to curvature is found in the rising limb of the hydrograph, we used equilibrium peak404

flow to compute the effective rainfall intensity, and the falling limb to parameterize the roughness405

coefficient for the hillslopes.406

With no infiltration occurring on the model hillslopes, rainfall intensity can be computed from407

equilibrium flow. Equilibrium flow was identified by taking the mean value of the top 10% of flow408

measurements (results are not sensitive to variations in these thresholds). With the equilibrium409

flow (Qpeak) defined, the effective hillslope-average rainfall rate was estimated as:410

I =
Qpeak

A
. (35)411

Once the effective rainfall rate was estimated, we calibrated the kinematic roughness parameter412

α by minimizing the RMSE between the observed falling limb of the hydrograph and the analytical413

solution for each experimental replicate and then averaging these values across all replicates. The414

falling limb was defined by all flow that occured following the recorded time of rainfall cessation.415

We used the calibrated value of α to define the time to equilibrium te and the the rising416

limb of the hydrograph for all simulations. We used the RMSE between the rising limb of the417

experimental hydrograph and the analytical prediction from the model, normalized by peak flow of418

the analytical hydrograph, (NRMSE) to measure how well the analytical solutions approximated419

the flow behavior. We examined the relationship between te and curvature a since te is an important420

parameter for design. We also repeated the fit routine using analytical solutions with a = 0 to421

evaluate the reduction in prediction error achieved by incorporating curvature into the analytical422

solutions.423

RESULTS424
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Numerical425

Full data for the comparison between the analytical hydrographs (with m = 2 and m = 5/3)426

and the numerical solutions (via ParFlow) are presented in the Appendix Section IV, collected in427

Table 2. All forms of error remain relatively small until |a| ≥ 0.02. At this point, the magnitude428

of error in the hydrograph increased in a stepwise fashion. Given these large increases in error, we429

considered the range |a| ≤ 0.02 to represent the ‘reasonable’ range of application for the analytical430

model, for both m = 2 and m = 5/3. Since results were nearly the same for both values of m, only431

results for m = 5/3 are shown. Note that the experimental studies use |a| values of 0.05, outside432

the boundaries of the reasonable range defined by numerical simulations, which were selected in433

order to maximize the effects of curvature on the flow and examine whether the limitations of the434

model may appear different when examined with laboratory methods.435

Within the reasonable range of a, the error metrics ξ and RMSE remain fairly small. Figure 5436

a) shows how ξ varies with a as a proportion relative to a = 0. The RMSE is comparable to that of437

the a = 0 case (values similar to 1) when |a| ≤ 0.02, but increases for larger a. In Figure 5 (b), the438

proportional error in maximum flow is compared to the expected equilibrium condition of Amax ∗ I.439

Errors in maximum flow increase with increasing |a| when a > 0, and the value becomes larger440

for a > 0.05. While peak flow error decreases when a < −0.02, this decrease may be due to lower441

resolution data at the outlet since the number of cells at the outlet decreases as the hillslope becomes442

more convergent. Errors in the mean specific discharge across the boundary are less than 20%443

within the reasonable range. These errors are due to violation of the quasi-1D flow assumption.444

The lack of uniformity in flow across contours is illustrated by the coefficient of variation (CV) in445

the boundary flux shown in Figure 5 (c). The larger this CV, the less uniform the flow crossing446

the bottom boundary is. For divergent hillslopes (a > 0), CV remains relatively small since the447

tendency of the hillslope to disperse flow bounds the minimum specific discharge at 0. However,448

for convergent hillslopes (a < 0), the concentration of flow leads to effectively unbounded growth449

in peak specific discharge across the slope, leading to increasing CV as hillslopes become more450

convergent. The data point for a = −0.10 is plotted in grey, and violates this increasing trend:451
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this is due to the resolution of the ParFlow simulation that results in very few boundary cells for452

the strongly convergent slope. The drivers of the increasing CV with increasing convergence are453

illustrated in Figure 5 (d), where the solid lines show the variations in specific discharge along454

the bottom boundary, which diverge further from the mean boundary discharge (dotted line) as |a|455

increases.456

Experimental457

The two hydrographs that meet quality standards for each of the hillslopes were used for com-458

parison to analytical predictions. Figure 6 shows sample experimental and prediction hydrographs459

for (a) a = −0.05, (b) a = 0, and (c) a = 0.05. The smoothed hydrographs from the laboratory460

experiments are plotted in light blue, and the analytical solution is plotted in dark blue. The461

effective rainfall rates are of the same order of magnitude, indicating that, while the rainfall is462

not spatially uniform, the hillslopes of different shapes received similar amounts of rainfall. It is463

visually apparent from the hydrographs in the upper half of the figure that shape of the rising limbs464

differs between curvature cases, with a steeper rising limb in the convergent case and a less extreme465

rising limb for the divergent case.466

When normalized and plotted together in panel (d), the differences in the hydrographs due to467

curvature become more apparent. The divergent hydrograph contributes flow immediately and468

slowly increases, while the convergent hydrograph doesn’t discharge much flow at first before469

rapidly rising to produce equilibrium peak flow. The result is that the time to equilibrium te occurs470

sooner for the convergent than the divergent hillslope, as predicted by the analytical model. This471

trend is shown in panel (e). The values of te for each hillslope are distinct, and there is a clear trend472

of increasing te with increasing a.473

The agreement between predicted and observed hydrographs is apparent from Figure 6 (a),474

(b), and (c) and reflected in the small NRMSE values for the curvature-included model referenced475

in panels (a)-(c) and plotted in panel (f) in blue for all hydrographs, while the NRMSE for the476

curvature-removed fit (orange) is at least an order of magnitude greater. This result indicates477

that including information about curvature improves the predictions of hydrographs formed on the478
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experimental hillslopes, especially for divergent hillslopes, and suggests that even the simplified479

analytical solutions used in this study provide a very good approximation to the experimental480

results. It is notable that this agreement on the experimental hillslopes is better than expected, for481

the specific level of curvature, based on the ParFlow simulations. Potentially the reasonable range482

of a selected using the ParFlow simulations (|a| < 0.02) is too conservative.483

The value ofα varied across the experimental hillslopes, a variationwe attribute to heterogeneity484

in the application of the sand layer. If α, rather than a, were the primary parameter controlling485

goodness-of-fit then the difference in NRMSE for the curvature-included and curvature-removed486

models in Figure 6 (f) would be minimal (as both models would have identical and calibrated α487

values). The significant difference in model performance associated with including information488

about a in the predictions suggests that the variations in α reflect surface preparation rather than a489

parameterization of the effects of curvature.490

DISCUSSION AND CONCLUSION491

This study extended the concept of hillslope width functions from groundwater flow (Fan492

and Bras, 1998; Troch et al., 2002) to surface runoff, predicting the hydrograph generated by493

uniform infiltration excess overland flow on convergent or divergent hillslopes, and allowing elegant494

analytical solutions for exponential hillslopes. Relative to existing techniques to simplify predictions495

for kinematic flow on topographically curved slopes, the present approach generates simpler and496

more intuitive predictions. Despite the approximation of the two-dimensional flow field with one-497

dimensional averaged flow needed to generate these solutions, predictions agreed well with both498

experimental observations and two-dimensional numerical predictions.499

Model Applicability500

The solution approach required the use of reasonably stringent assumptions, both around near501

one-dimensionality of flow, and around the imposition of exponential width-functions and use of an502

m = 2 exponent to allow analytical tractability. We note that previous experiments and analyses have503

found that m = 2 is often a reasonable approximation under transitional overland flow conditions504

(Henderson and Wooding, 1964; Thompson et al., 2011). Of course, with the exception of the505
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one-dimensional approximation, these constraints can be relaxed, and simple numerical solutions506

for the one-dimensional flow problem can be used.507

Where hillslopes exhibit very strong convergence or divergence (i.e. where |a| > 0.02), the508

assumption that flow occurs in a one dimensional sense along streamlines that follow the path of509

steepest descent may become invalid. On sufficiently curved hillslopes, water surface gradients510

arise that cause the flow vectors to deviate from the topographic path of steepest descent. Such flows511

are increasingly two-dimensional in their character, leading to increased variability in velocity and512

depth along hillslope contours. For such variable conditions the assumption that an average depth513

or velocity is a good representation for all flow conditions along the contour is inappropriate. This514

results in discrepancies between the analytical solution and two-dimensional numerical solutions515

to the flow equations, which tend to become more extreme as |a| becomes larger.516

The implications of this constraint, however, may be less problematic than it might appear517

at first sight. This is largely because the representation of overland flow as sheet flow via the518

kinematic wave equation is itself also constrained in its applicability – typically to hillslope scales519

on the order 100s of meters. At this scale, numerous hillslopes fall within the curvature range520

where the solution is applicable, even in natural settings (Istanbulluoglu et al., 2008; Tarolli and521

Dalla Fontana, 2009). The restriction may be even less problematic in managed or anthropogenic522

settings such as urban landscapes, since these landscapes are often subject to deliberate grading and523

topographic control, which tends to reduce rather than exaggerate curvature. Thus, there are many524

situations where accounting for curvature via the solutions presented here could improve hydraulic525

predictions without exceeding the limits of validity of these solutions.526

Laboratory Experimentation527

The laboratory experiments provided a useful test of this method and complement the compar-528

isons to numerical techniques. Because the sources of error in each approach (numerical versus529

experimental) are independent, the two comparisons provide a robust assessment of a new solu-530

tion in a situation where two-dimensional analytical solutions were not readily available. While531

time-consuming and labor-intensive to construct and complete, the laboratory models allowed us to532
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construct a highly controlled environment for testing, in which the only simplifications made relate533

to scale. In this situation, laboratory experiments filled a gap left between full-scale observations,534

which were not sufficiently controlled to allow testing of a new analytical solution, and numerical535

methods which also contained simplifications of physics and numerical errors, suggesting the value536

of augmenting existing hydrological methods with such laboratory approaches (Blume et al., 2010;537

Kleinhans et al., 2010)538

Intuitive Methods539

New technologies such as airborne and ground-based LiDAR, drone-based platforms, and540

micro-satellites have dramatically increased the ability of planners and hydrologists to observe541

the features of the landscapes they work in, especially as innovations increase the resolution and542

decrease the cost of obtaining information. Increasingly, planners and hydrologists confront the543

issue of how to use, not how to obtain such information, particularly when ease of use or lack544

of resources may limit access to computational tools. An appealing path forward is offered by545

techniques that incorporate more information about a catchment without increasing the demands546

on planners and engineers.547

While this is certainly not the first time that analytical methods have been employed to examine548

the impact of curvature on hillslope hydrographs (see first kinemtaic wave modeling of conver-549

gent/divergent slopes from Fan and Bras (1998)), this solution is the simplest and most intuitive.550

Numerous studies show large effects of divergence or convergence on hillslope hydrographs (Wool-551

hiser, 1969; Sherman and Singh, 1976; Moore, 1985; Agiralioglu and Singh, 1981; Baiamonte and552

Singh, 2015); however, accounting for these effects in solutions to the kinematic wave equation553

requires elaborate numerical solutions (e.g. numerical integration, summation of infinite series554

or approximations of beta or hypergeometric functions) (Moore, 1985; Noroozpour et al., 2014;555

Sherman and Singh, 1976; Agiralioglu, 1988), or apply only to convergent hillslopes (Woolhiser,556

1969; Sherman and Singh, 1976; Moore, 1985). User-friendly and intuitive methods are more557

appealing to practitioners and easier to integrate into design routines and other models.558

As highlighted by the results presented in this study, analytical approaches can be both impactful559
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in terms of the sensitivity of predictions to features such as curvature, and reliable within defined560

limits, particularly when studied in combination with numerical and laboratory methods.561
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Symbol Definition
A Hillslope contributing area [L2]
Amax Total hillslope area [L2]
a Curvature parameter in exponential width function [1/L]
C constant of proportionality so that C = 2c [L]
c Constant multiplier for exponential width function [L]
f Infiltration rate (constant) [L/T]
g Graviataion [L/T2]
H Elevation change between the divide and the outlet [L]
h Water depth [L]
h̄ Average depth [L]
h̄∗ Average depth on characteristic at tr [L]
I Rainfall intensity [L/T]
k Curvature parameter in conic section hillslope equation from Evans (1980) [ ]
L Hillslope length [L]
m Constant dictating flow regime [ ]
n Manning’s n [ ]
Qmax Maximum Q [L3/T]
Qpeak Peak flow in experimental hydrograph [L3/T]
q Flow rate [L2/T]
q̄ Average flow rate [L2/T]
qmax Maximum q [[L2/T]
S f Friction slope [ ]
So Slope [ ]
t Time [T]
tc Time of concentration [T]
te Time to equilibrium flow value [T]
tp Time of ponding [T]
tr Length of rainstorm [T]
t0 Time of start of characteristic in Domain 2 [T]
u Velocity [L/T]
w(x) Hillslope width function [L]
x Spatial coordinate pointing downhill [L]
x∗ Location of characteristic at tr [L]
x0 Location of start of characteristic in Domain 1 [L]
y Cross-slope coordinate [L]
y1 Limiting flowline [L]
y2 Limiting flowline [L]
z Height of topography above a base elevation [L]
α Roughness [L1/3/T]
ρ Density [M/L3]
ξ Metric defined as the RMSE between two hydrographs [ ]
ω Cross-slope curvature parameter from Evans (1980) [ ]

TABLE 1. Reference list of symbols used in text.
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a % error Qmax CV ξ5/3 ξ2 RMSE5/3 RMSE2

-0.1 1.21% 0.56 0.052 0.16 0.76 2.34
-0.05 8.58% 0.68 0.037 0.15 1.19 2.57
-0.02 22.18% 0.41 0.018 0.13 2.86 3.48
-0.01 24.91% 0.28 0.012 0.12 3.15 3.58
-0.005 19.24% 0.21 0.011 0.11 2.44 3.01
-0.001 12.60% 0.09 0.011 0.11 1.59 2.37
-0.0005 9.41% 0.06 0.011 0.11 1.17 2.10
-0.0001 4.43% 0.03 0.013 0.11 0.56 1.81
0 0.00% 0.00 0.014 0.11 0.21 1.65
0.0001 -5.88% 0.03 0.015 0.11 0.81 1.69
0.0005 -8.76% 0.06 0.016 0.11 1.16 1.77
0.001 -10.78% 0.08 0.018 0.11 1.41 1.86
0.005 -18.07% 0.14 0.022 0.11 2.31 2.32
0.01 -17.83% 0.17 0.022 0.11 2.25 2.25
0.02 -9.51% 0.20 0.019 0.10 1.21 1.65
0.05 31.54% 0.20 0.035 0.08 4.39 3.85
0.1 1.48% 0.22 0.041 0.03 15.06 13.33

TABLE 2. Summary of results from numerical simulations in ParFlow (Jones and Woodward
(2001), Jones and Woodward (2001) Kollet and Maxwell (2006), Maxwell (2013)). The percent
errors in qmax is shown between the numerical simulations and the expected value of Amax ∗ I. CV
is the coefficient of variance in flow along the bottom boundary at the time of equilibrium flow.
The metric ξ is the RMSE between hydrographs normalized by peak flow. The subscripts on ξ and
RMSE indicate the m value used for the comparison to ParFlow.

37 Lapides, April 16, 2020



Name f d t
1 moving average without reweightings 0.05 0 0

2 linear locally-weighted regression
without reweightings 0.04 1 0

3
linear locally-weighted regression
with three residual-based reweightings
(robust locally-weighted regression)1

0.03 1 3

4 quadratic locally-weighted regression
without reweightings 0.08 2 0

TABLE 3. Table of compared smoothing methods applied to volume-time curves. f refers to the
fraction of nearest neighbors used in the kernel, d refers to the degree of polynomial regression, and
t to the number of residual-based reweightings. Superscript 1 is attributed to Cleveland (1979b).
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List of Figures773

1 Sample characteristic nets for (left) a convergent hillslope with a = −0.02, (center) a planar774

hillslope, and (right) a divergent hillslope with a = 0.02 under two different storm scenarios775

with no infiltration. The hillslope shapes are shown below the nets. The characteristic776

shown in gold is the first originating from the top of the hillslope to reach the outlet. Its777

passage through (x = L) marks the time of equilibrium flow te, shown as a solid gray line in778

each hydrograph panel. Horizontal dashed lines mark the end of the rainstorms. Domain 1779

(the rising limb) is shown in light blue, Domain 2 (equilibrium flow) in black, and Domain780

3 (the recession/falling limb) in dark blue. If te occurs before the end of the rainstorm,781

there is a period of constant flow. The rising limb is steeper in the convergent hillslope782

hydrographs than the divergent ones, and the recession steepest for the divergent hillslopes. 45783

2 Hydrographs shown for a 60 min storm with no infiltration on three hillslopes of identical784

area and length: very convergent a = −0.02 (light blue), uniform width a = 0 (medium785

blue), and very divergent a = 0.02 (dark blue). The time of equilibrium te is marked with786

a dot for each hillslope. The more convergent the hillslope, the steeper the rising limb787

and the earlier te, with a 20% difference in te between the convergent and divergent cases.788

The more divergent the hillslope, the steeper the falling limb. The inset shows flow rate q789

(m2/s). The highest peak flow rate occurs on convergent slopes and the lowest on divergent790

hillslopes, which differ by a factor of 2. . . . . . . . . . . . . . . . . . . . . . . . . . 46791

3 (a) First step of CNC fabrication and (b) second step of CNC fabrication of engi-792

neered hillslope with a = 0.05. (c) Smooth surface finish is shown with cracks793

filled in using insulation foam and epoxy, smoothed flat to the surface. Aluminum794

is used to line the edges of the model and prevent flow from entering the hillslope795

from the excess foam on the edges. The lower half of the figure shows completed796

models after the application of sand to the surface to increase hydrophilicity for (d)797

a = −0.05, (e) a = 0, and (f) a = 0.05. . . . . . . . . . . . . . . . . . . . . . . . . 47798
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4 (a) Diagrams of experimental design with dimensions in cm. Atomizing nozzles799

are marked by black rectangles with dashed lines indicating spray. The rainfall800

simulator is suspended 70cm above the level table where the hillslope model sits801

with a funnel at the downslope end to send flow to a beaker positioned on a mass802

balance. A rain cover is used to shield the hillslope from rain before the experiment803

begins and after the end of rainfall. (b) The actual constructed dimensions of the804

experiment are shown. Errors are due to material limitations, measurement error,805

or accidental changes made to the position of the rainfall simulator throughout806

experimentation and nozzle replacement. . . . . . . . . . . . . . . . . . . . . . . . 48807
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5 Sample data from numerical simulations. a = −0.1 data is shown in grey since the bottom808

boundary is only 4 cells wide, inadequate for confidence in statistics. In panels (a), (b),809

and (c), shaded regions indicate (horizontal bars) the region of acceptable values for the810

given statistic and (vertical bars) the region identifying the values of a that consistently811

exhibit appropriate values for the statistics. (a) ξ normalized by the value of ξ at a = 0812

for easy comparison between simulations. Values jump in magnitude for simulations when813

|a| > 0.02. (b) Error in maximum flow as compared to the expected Amax ∗ I plotted814

against a. Large errors in maximum flow indicate 2-D flow behavior not described by the815

analytical solution presented in this behavior. Data are shown in comparison to m = 5/3816

solutions only since results are very similar for m = 2. (c) Coefficient of variation (CV)817

of flow across the bottom boundary. CV remains below 0.2 for all divergent runs, but CV818

increases steadily for convergent simulations. This is due to increased flow concentration at819

the center of the domain. (d) Flow cross-sections along the bottom boundary for a selection820

of convergent hillslopes, normalized by boundary length. The dotted lines show the mean821

flow value along the boundary for each simulation. As the magnitude of a increases822

in magnitude, the flow cross-section increasingly diverges from the line indicating mean823

flow. As a increases in magnitude, the central peak becomes more pronounced, and the824

assumption that average flow along the cross-section is close to actual flow fails. Deviations825

from symmetry are due to numerical error. . . . . . . . . . . . . . . . . . . . . . . . . 49826
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6 Sample hydrographs from experimental data plotted with the parameterized analyt-827

ical solution for (a) a = −0.05, (b) a = 0, and (c) a = −0.05. (d) Shows normalized828

experimental hydrographs for a = −0.05, a = 0, and a = 0.05 plotted together to829

demonstrate the differences in rising limb behavior. The a = −0.05 case begins830

rising later but reaches peak flow faster than the a = 0.05 case, and a = 0 falls831

between the two. It is also clear in (d) that the falling limbs are not significantly832

different but still are able to allow for the parameterization of very different values833

of α that match well the distinct behavior of the rising limbs. A boxplot of (e)834

time to equilibrium (te) demonstrates high confidence in the qualitative trend in835

te predicted by the analytical solutions. (f) shows a plot of NRMSE between the836

rising limbs of analytical (for curvature-included and curvature-removed models)837

and experimental results (normalized by peak flow) to demonstrate the quality of838

the fit produced by the analytical solutions and the improvement offered by includ-839

ing curvature in the model. NRMSE for analytical solutions with no curvature are840

shown in orange. NRMSE for analytical solutions with curvature are in blue. There841

is a significant improvement in NRMSE when curvature is included in the model842

(for both a = −0.05 and a = 0.05, the upper box is orange, the lower blue). For843

a = 0, the boxes are plotted on top of one another since results for curvature and844

no curvature are identical. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50845
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7 Difference in peak flow values between simulations at different resolutions in m3/s.846

For each value of a, the difference in peak flow is the absolute difference between847

the peak flow value for the resolution on the x-axis and the highest-resolution848

simulation (0.25). The resolutions on the x-axis refer to the ratio between the849

base resolution and the tested resolution from 1/4 to quadruple (4). As resolution850

increases (moving right on the x-axis), the difference in peak flow approaches 0.851

For all values of a, the difference in peak flow for 0.5 resolution is nearly 0, so we852

determine that double resolution is adequate to control numerical dispersion and853

diffusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51854

8 Average rainfall intensity pattern above the hillslope model. Black dots mark855

locations of rain depth measurement. Approximate diagonal symmetry may allow856

for less strong impact on experiment results than would be expected for 17%857

coefficient of uniformity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52858

9 Workflow for the comparative evaluation of smoothing methods for an example859

dataset (a=-0.05, run 2). (a) Raw data is smoothed by the 4 smoothing methods860

described in Table 3, which produce distinguishable curves shown in the close-861

up. (b) Finite differences are computed from the smoothed and raw volume-time862

curves to produce the hydrographs shown. (c) The second derivatives of the 4863

smooth hydrographs are computed and their power spectra are estimated. (d) The864

Roughness Index is computed from the average frequency of each power spectrum865

and scattered against the RMSE between smoothed and raw volume-time curves.866

Values are plotted in standard units (standard deviations away from the mean867

values for the 4 methods), that allow for (relative) comparison between smoothing868

methods. The best method is the one with the lowest Roughness Index and lowest869

RMSE, which for these data is method 4. . . . . . . . . . . . . . . . . . . . . . . . 53870
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10 Scatter of Roughness Index vs. RMSE of the smoothed volume-time curves for871

all 12 datasets. Points are plotted for each of the 4 smoothing methods in Table 3.872

Values are shown in standard units (standard deviations away from the mean value873

from each run), which are computed separately for each run and plotted over the874

values for all other runs. Quadratic local regression (method 4) has, on average,875

the lowest Roughness Index (on average, 0.88 standard deviations below the mean)876

and the lowest RMSE (on average, 0.94 standard deviations below the mean) for877

any given run, as shown by the purple triangle amidst the cluster of purple points878

in the lower left corner. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54879
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APPENDIX I. NOTATION691

Table 1 lists the notation used in this study.692
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APPENDIX II. RESOLUTION TESTING IN PARFLOW693

Beforewe compared the analytical solution to ParFlow simulations, we checked that the ParFlow694

simulations were stable with respect to a change in space or time discretization. We ran initial695

simulations using a 1m spatial grid and a 0.01 hr timestep. We ran additional simulations (for696

a = −0.02, a = 0, and a = 0.02) with the space and time grids at 1/4, 1/2, 2× and 4× this697

resolution to check sensitivity of the results to the numerical grid. Predictions converged with698

increasing resolution, with negligible change between the 2× and 4× resolutions as shown in699

Figure 7. All test simulations were therefore run using ∆x = 0.5 m and ∆t = 0.005hr (the 2×700

resolution case).701
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APPENDIX III. QUALITY ASSURANCE FOR RAINFALL SIMULATOR702

Variation in the rainfall was measured in 7 independent trials. In each trial, two 4x4 grids of703

petri dishes were laid out on a level surface beneath the rainfall simulator for 2 minutes each, and704

the collected water weighed. The rainfall pattern was consistent across all trials, and the rainfall705

rate was consistent among tests performed in the same trial. Variations in rainfall rate between706

trials are likely due to uncontrollable pressure differences in the mains water line used. Small707

changes in measured rainfall pattern over time were observed, and are likely due to changes in the708

performance of the atomizing nozzles over time or incidental adjustment of the locations of petri709

dishes used for measurement. The observed rainfall pattern shows two primary nodes of rainfall, as710

demonstrated in Figure 8, which shows the average rainfall pattern. Rainfall was observed across711

the full hillslope surface, although the amount of rainfall clearly varies to a great degree. The712

coefficient of uniformity is on average 17%. This is a fairly low value, indicating that the rainfall713

from our constructed rainfall simulator is highly variable. For comparison, other rainfall simulators714

have been found to achieve 70-94% coefficient of uniformity (e.g., Humphry et al., 2002; Esteves715

et al., 2000; Meyer and Harmon, 1979; Moore et al., 1983; Shelton et al., 1985), about 4-5 times716

better than the rainfall simulator constructed for this experiment.717
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APPENDIX IV. FULL DATA FROM PARFLOW SIMULATIONS718

This section includes full data from the ParFlow simulations (Table 2) described in the719

manuscript. As stated in the text, data for m = 2 are qualitatively similar to data for m = 5/3,720

although the statistics are less robust.721
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APPENDIX V. QUALITY ASSURANCE FOR EXPERIMENTAL HYDROGRAPHS722

Computation of raw experimental results yielded noisy hydrographs, so smoothing was required723

for rigorous comparison with the analytical model. Sources of noise in the raw data included: small724

pooling and outburst events in the trough, slight movement of the collection beaker, or other jumps725

resulting from the resolution of the digital scale (± 0.025 g). These sources of error are minimal726

enough to produce visually smooth volume-time curves but great enough to impede visual analysis727

of hydrographs computed directly from raw data. The raw data consisted of cumulative mass time728

series of water collected every second at the outlet of the experimental models. Raw data were729

converted to volume time series with an assumed water density of 1.0 kg/m3. The hydrograph is730

given by the derivative of the volume-time curve.731

Prior to computing derivatives, for optimal results, we smoothed the volume-time curves by732

4 methods that employ locally-weighted regression (LOWESS) with a tricubic kernel, for which733

the fraction of nearest points was visually tuned for each method to achieve smooth, yet accurate734

hydrographs. The methods are distinguished based on three parameters: f refers to the fraction735

of nearest neighbors used in the kernel, d refers to the degree of polynomial regression, and t to736

the number of residual-based reweightings (Cleveland, 1979b). The names and descriptions of the737

methods are found in Table 3. Smoothed volume-time curves were converted to hydrographs using738

central differences in the interior and one-sided differences at the boundaries. This process yielded739

4 different smoothed hydrographs and one unsmoothed hydrograph. The unsmoothed hydrograph740

was very noisy since finite differences amplify noise in the data, as shown for the example dataset741

in Figure 9 (b). Figure 9 shows the evaluation workflow for one dataset, which is completed for all742

12 sets and summarized in Figure 10.743

Results of the different smoothing methods were evaluated by (1) a Roughness Index and (2)744

the root mean squared error (RMSE) of each smoothed volume-time curve from the corresponding745

raw (unsmoothed) volume-time curve. We define the Roughness Index as the mean frequency746

of concavity reversal, since we expect visually rough curves to reverse concavity more frequently747

than visually smooth curves. To calculate this index, we first compute the second derivatives of748
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each smoothed hydrograph. We then compute a power spectral density estimate of the second749

derivative curve and take the (power-weighted) average frequency of the spectrum. Figure 9 (c)750

shows a close-up of the second derivative curves and their power spectra for an example dataset.751

Conceptually, a “period" of the second derivative curve is the time it takes for the hydrograph to752

go from concave to convex to concave again, so a concavity reversal occurs in half of this “period".753

Thus we define the Roughness Index as twice the power spectrum’s average frequency, which is754

equal to the mean frequency of concavity reversal.755

It is expected that poorly smoothed hydrographs should have a high Roughness Index and over-756

smoothed volume-time curves should differ significantly from the raw data (i.e. high RMSE). For757

the best result, both the Roughness Index and the RMSE are minimized.758

Out of all 4 smoothingmethods, quadratic local regression (method 4 in Table 3) has, on average,759

the lowest Roughness Index and the lowest RMSE, as shown in Figure 10. For all experimental760

data, quadratic local regression has, on average, a mean frequency of concavity reversal that is 0.88761

standard deviations below the mean and an RMSE that is 0.94 standard deviations below the mean,762

as indicated by the purple triangle in Figure 10. By these standards of smoothness and fit, quadratic763

locally-weighted regression with a tricubic kernel is the best smoothing method for these data.764

To produce final hydrographs, all datasets were smoothed using quadratic locally-weighted765

regression (method 4). The quality of each dataset was then assessed through visual inspection766

with the expectation of a smooth rising limb, peak, and falling limb. Many of the datasets had767

superimposed structure that deviated greatly from this form, which likely resulted from observed768

perturbations to the experimental set-up. These events, which included spilling, outbursts from769

pools, and leaks (that were subsequently patched), were clearly expressed in the smooth hydro-770

graphs. Out of the 12 runs, 6 problematic datasets were visually identified and discarded, leaving771

2 runs for each hillslope.772
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