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Abstract

In the world today, huge volumes of data are generated in short text form. Many topics modelling techniques have been developed. Among these techniques is the popular Latent Dirichlet Allocation (LDA), however the effectiveness of this and other techniques has been shown to increase linearly with the document size while being less effective when modelling topics from short texts. Furthermore, the generated topics exhibit poor semantic coherence.
We present an n-gram based multi-level clustering model for discovering coherent topics from short texts. By taking advantage of the natural arrangement of words in the n-grams in the topic form stage, the model is able to discover semantically coherent topics that are easily interpreted. n-grams are discovered recursively starting with larger n-grams down to n-grams whose length is governed by a pre-defined lower limit. The discovered n-grams are then subjected to a multi-level clustering algorithm, with the lowest clustering level being constituted from the shortest n-grams that occur most frequently in the entire corpus, and the highest level from least common n-grams at level n.
We evaluate the model against the standard LDA and Bi-Term models by measuring and presenting the comparative coherence scores achieved by the topics generated from two datasets.

KEYWORDS

Clustering, Coherence, n-gram, Short Text 




Introduction
The world today is characterised by un-ending interactions between human beings through social media and other digital platforms leading to the generation of huge volumes of data mostly in short text form. This data is usually in unstructured form and cannot readily support the decision making process unless it is subjected to further analysis and interpretation. Additionally, due to its sheer size in volume, making sense out of this data can be a huge challenge for human beings.
Researchers in Natural Language Processing (NLP) and Machine learning have developed Topic Modelling techniques for discovering latent “Topics” from document collections. These “Topics” comprise of the words that most accurately describe what the document is all about. The concept of what constitutes a “document” has greatly changed over time especially with the emergence of instant messaging platforms such as twitter, Facebook, Instagram as well as cell phone based short text messaging services (SMS) all of which generate huge volumes of short “documents”. Pioneering topic modelling techniques such as LDA were developed with the traditional (lengthy) document in mind and over time have been found not to work very well with short texts. 
More often than not, short texts generated through human interactions use different wordings to describe similar issues when done by different people. This is more so the case when the interactions relate to a specific domain (for example, traffic offence ticketing, descriptions of the skills and experiences required for employment and medical condition diagnosis descriptions). This divergence in expression, caused by differences in how people semantically express the similar issues, inevitably makes the process of finding common themes in collections of short texts more difficult. 
To overcome these difficulties, we propose a model that employs multi-level clustering to identify common themes in short texts that are semantically related, and then leverage on the gained knowledge to aid in the discovery of topics in the dataset.
OBJECTIVES
1.1.1  | [bookmark: _Toc461804149]GENERAL OBJECTIVE
[bookmark: _Toc461804150]To design and develop a model that employs a multi-level clustering technique that overcomes the problem of data sparsity in short texts to discover coherent topics from any corpora of short texts.
1.1.2  | SPECIFIC OBJECTIVES
· To propose a multi-level clustering model that overcomes the problem of data sparsity in short texts to model coherent topic.
· To assess how the coherence scores achieved by topics generated by the n-gram multi-level clustering technique compare
[bookmark: _Toc40088517]RESEARCH QUESTIONS
The purpose of this study is to determine whether:
· It is possible to employ multi-level clustering on n-grams discovered from a corpus of short texts to model semantically coherent topics from the corpus.
· Given a large corpus, it is possible to overcome the problem of data sparsity in short texts to enable the discovery of topics in the corpus while exhibiting better performance, as measured by the coherence score, than conventional modelling techniques.
· After the topic discovery process, it is possible to label each short text as belonging more to a specific topic among the discovered topics by computing and using the highest similarity score between the short text and topic.


[bookmark: _Toc40088518]BENEFITS OF THE STUDY
The aim of this study is to propose a topic modelling technique for discovering coherent topics from any corpus of short texts.  The short text descriptions are in general form, but the model outputs semantically coherent topics that lend themselves for easy interpretation. Additionally, we seek to determine whether a given short text extracted from the corpus semantically corresponds to one or more of the topics discovered from the corpus using the model.
The benefits of the study include:
· Reduction of the time taken to identify that a given short text semantically corresponds to one or more topic(s) in the set of discovered topics.
· Generation of semantically coherent topics from a corpus consisting of a collection short texts. 
· Provision of a model that overcomes the difficulty of modelling topics from short texts.
[bookmark: _Toc40088519]PROBLEM STATEMENT
The unstructured nature and volume of short texts generated in day to day interactions has meant that human readers have to manually read them in order to derive meaning and identify common themes. This process is both tedious, subjective and error prone. 
Prior research has demonstrated that conventional topic modelling techniques usually perform poorly when the document corpus consists of short texts due to data sparsity, furthermore, the generated topics are in Bag of Words (BOW) form and are therefore score poorly when subjected to coherence tests.
The purpose of this study is to develop a model that can accept a corpus comprising of short texts and generate topics whose coherence score exceeds that of conventional modelling techniques.
[bookmark: _Toc40088520]SCOPE
This study is limited to modelling topics with high coherence scores from any given corpus of short texts. 
[bookmark: _Toc40088522]LITREATURE REVIEW
[bookmark: _Toc40088523]TOPIC MODELLING 
Topic models are algorithms used to scan a set of documents in-order to automatically detect the groups of words that best characterize the documents by examining how words co-occur in the set documents.
Topic models are used in Natural language processing and Machine learning to discover topics in a given set of documents. Documents are inherently about specific topics where each document may be about different topics, albeit in different proportions. 
Words which appear most frequently in a document are a more accurate pointer to the topic than those that appear less frequently. Words that appear in equal proportion in the corpus of documents are unlikely to contribute significantly to the topic of the document.
Topic modelling is a form of text mining where the focus is on finding recurring patterns in documents. The recurring patterns can be considered as constituting the topic of the document.


[bookmark: _Toc40088524]THEORETICAL FOUNDATION
Topic models are used in machine learning, in the text-mining field, to discover “topics” which occur in a collection of documents. The topics are simply an un-ordered collections of words in the BOW form. Topic modelling has been used to analyse and extract relevant information from large repositories of unstructured text in areas such as: 
· NLP where sample application areas include modelling topics from microblogs to determine the issues being discussed.
· Bioinformatics for interpreting biological information
· Multimedia, with application areas such as (i) natural scene categorization, (ii) Human action recognition, and (iii) topic identification among others.
· Reviews of scientific publications such as journals to extract common themes.
Topic modelling gives computers the ability to discern features and themes in text, allowing for classification of documents based on similarities in the extracted features. Ground breaking topic modelling techniques such as LDA give satisfactory results with documents of considerable length.
According to [1], conventional topic modelling techniques such as LDA, generate less coherent, less interpretable, and less useful topics when dealing with small collections of noisy text. Further, [2] point out that future topic modelling research must aim at improving the semantic quality of discovered topics. The model developed by [1], proposed the direct inclusion of word dependencies in word-topic prior distributions as a means for improving the coherence of the learnt topics and was targeted on small datasets.
A common strategy for remedying the problem of data sparsity in short text topic modelling that plagues conventional techniques, has been to aggregate short texts based on details such as user information, title category as suggested by [3]. A newer strategy was adopted by [4] where topics are modelled from an unordered co-occurring word-pairs, however, as noted by [5], this approach causes the generated topics to be dominated by common words. Our work seeks to take a different approach by taking into account more than just un-ordered pairs of words, as is the case with the Biterm approach, but rather, to consider all words in the short text while retaining the word ordering in-order to capture semantic coherence. Furthermore, unlike the approach taken by [3], each short text will be considered as a separate “document” in our model.
A multi-stage clustering technique was proposed and implemented by [6], their approach takes an aggregative outlook where short texts are assigned to virtual documents depending on their tags, the virtual documents are then clustered while in the final step, the separate original short-texts are then associated with the clusters, assigned in the second stage, to their corresponding virtual document. In their research [7], implemented a multi-level k-Means clustering technique where standard k-Means clustering is used to identify invalid clusters which are then iteratively subjected to further clustering till all clusters are valid. Our research takes an entirely new approach where short texts in the corpus are first broken down into n-grams at different levels prior to clustering process.
[bookmark: _Toc40088525]TOPIC MODELLING TECHNIQUES
1.1.3  | Latent Semantic Analysis (LSA)
This is one of the earliest techniques used in topic modelling. In this method, an M x N matrix comprising of M documents and N words in the vocabulary is formed [8]. 
Each entry in the MxN matrix is the total number of times a word (j) appears in a document (i). These raw counts do not however take into account the importance of each word in a document and therefore to improve performance, they may be replaced by term frequency-inverse document frequency (tf-idf) scores.
Even for a document collection of modest size, the matrix is likely to have numerous rows and columns and therefore in LSA, a mathematical technique known as single-valued decomposition (SVD) is used to reduce the number of rows while preserving the similarity between columns.  
In their study [9], proposed a new keyword extraction method based on LSA for identifying keywords. They compared it with the term frequency – inverse document frequency (tf-idf) method and metamap (a biomedical term extraction program) concluding that their method significantly reduced the time cost of calculating tf-idf for terms when evaluating large documents.
Ultimately, LSA uses document and term vectors to evaluate the similarity between documents and terms using measures such as cosine similarity.
1.1.4  | Probabilistic Latent Semantic Analysis (pLSA)
Also known as Probabilistic Latent Semantic Indexing (pLSI), this technique uses a probabilistic method as opposed to the SVD method used in LSA to reduce the dimensionality document/term matrix [8]. 
pLSA uses the Expectation-Maximization (EM) algorithm to estimate the probability values which measure the relationships between hidden factors and the two sets of objects. In the context of Topic Modelling, the hidden factors are the topics, while the object sets are the documents and words (or terms) respectively.
A comparative evaluation of LSA and pLSA modelling techniques for scoring essays by [10] concluded that both methods performed equally well and could be applied on scoring systems to supplement human judgement.
1.1.5  | LDA
LDA was introduced by [11] and is a method developed for the soft-clustering of large quantities of discrete textual data in order to find latent (or hidden) structures.
In LDA, a topic constitutes a collection (or bag) of words where the order of words does not matter. Every word in a document belongs to some extent to every topic with different probabilities. Every topic in turn belong to every document in the corpus in varying degrees with different probabilities.
Fig. 1 below, is an illustration of the LDA model. The inner (grey) plate represents a document with N words in the set of M documents, w represents a word in a document while z represents a topic from the k, of topics that a document belongs to, while:
α is the topic distributions in a document,
β is distribution of words in a topic,
θ is the distribution of topics for document m,
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Figure 1:  LDA Modelling

A key contribution of LDA was to treat topic mixtures as a k-parameter hidden variable rather than a large set of individual parameters linked to the training set [11]. The effect of this was to stem the linear growth of the number of parameters as it is governed by the number of training documents in pLSI.
Probabilistic models such as pLSI and LDA have since been modified for more complicated applications since introduction. LDA has also been extended and adapted in many ways to cover other areas such as (i) Supervised Topic Modelling, (ii) Extension of Topic Attributes, and (iii) Extension of Document Attributes among others [12]
A key difficulty in LDA is in determining the number of topics (k), an input parameter which significantly affects the quality of generated topics. In their research [13] demonstrated that fully unsupervised models (such as LDA and pLSI) often produce semantically incoherent topics because the objective functions of topic models do not always correlate well with human judgments.
In an effort to resolve this issue, [14], proposed a semi-supervised model – the Advanced Topic Model (AMC) which depends on lifelong learning where results of past modelling are used to help in future modelling.
Another problem with LDA demonstrated by [13] is that the derived topics are in BOW form and are therefore semantically incoherent, and therefore, it is up-to the user of the model to shuffle the words around in-order form semantically coherent topics.
1.1.6  | Correlated Topic Models (CTM)
The CTM technique was proposed to overcome a shortcoming in LDA modelling. While the LDA technique could find topics in documents, it was unable to find correlations between these topics when, for example, two (or more) topics are derived from a single document [8]. CTM uses logistic normal distributions to create relations between discovered topics.
In more recent work on CTM, [15] sought to address the high computational costs and poor scaling of CTM Models. The researchers proposed “a model that learns compact topics embeddings and captures topic correlations through the closeness between the topic vectors”


1.1.7  | Author Topic Model (ATM)
ATM is a model for modelling documents that improves LDA models to include authorship information. The research was motivated by the desire to model the interests of authors when the collection of documents being modelled is large. The main contribution of this research was to allow the inclusion of authors in models.
ATM was adapted by the proposing researchers in [16] to enable the extraction of information about authors and topics from large corpora of text.
1.1.8  | Segmented Topic Model (STM)
STM was introduced by [17]. It is a probabilistic generative model of segments which seeks to exploit the natural formation of documents that are usually divided into sections (or segments) such as paragraphs and sentences.
For this topic model, the researchers developed a Gibbs sampling algorithm to sample from the posterior Poisson Dirichlet process (PDP). STM is able to explore correlated segment topics with improved in perplexity measures as compared to conventional topic modelling techniques.
A key contribution of STM was to allow the simultaneous modelling of document topic distributions and segment topic distributions without separate runs as would be necessary with LDA modelling.
1.1.9  | Adaptive Topic Model
The Adaptive Topic Model was introduced by [18]. The research sought to build on the STM [18]. Their technique was motivated by the need to take into account structural topic dependency by following the higher level document structure while maintaining the underlying reasoning behind topic models.
The idea in this model was to explore whether sequence information could be added
into a structured topic model. An evaluation of the model showed that it could extract meaningful topics from lengthy documents (e.g. a book) while concurrently gaining their sequential profile. The researchers also noted the higher computational cost of the model as compared to LDA.
[bookmark: _Toc40088526]MODELLING TOPICS FROM SHORT TEXTS
Conventional topic modelling techniques such as LDA do not always work well on short texts. In an effort to address the problems faced by conventional modelling techniques, early works in this area exploited external knowledge or metadata to bring in additional useful word co-occurrences across short texts, to boost the performance of topic models, a key drawback of this approach was that the external knowledge was not always available. 
[19]. concluded that, since LDA models every document as being constituted from a mixture of topics, they suffer from data sparsity issues when the documents are actually short texts. They also found out that this problem becomes more acute when the number of documents are few. The reason for this, according to [20] is the fact that methods such as LDA and pLSA capture document level word co-occurrences to reveal topics. It follows that, when the “documents” are pieces of short text, only a few word co-occurrences can be found in the document.
1.1.10  | Short Text Aggregation Methods
Early works aimed at solving the sparsity problem such as that by [21] and [3] focused on aggregation of short texts into longer documents based on details such as user information, title category etc. In both cases, the researchers concluded that the effectiveness of trained models can be improved by lengthening the “document” by aggregating the short texts.
A key drawback of this technique is the fact that, the metadata needed for aggregation of the short texts is not always available and as such, it may not have universal applicability for all short texts.
1.1.11  | Biterm Topic Model (BTM)
The BTM model was proposed by [4] to address the problem of data sparsity when modelling topics from short texts. It is designed to learn topics by the direct generation of term co-occurrence patterns.  Later, in [22]  they extended the BTM model to enable the discovery of bursty (i.e. trending) topics in microblogs.
According to the researchers, a biterm is a word-pair extracted without regard to ordering co-occurring in a short context, for instance, in the phrase “I donated blood today”, after removing the stop word I, the biterms are “donated blood”, “blood today” and “donated today”. A topic in BTM contains several biterms and a single biterm can be found in one or more topics.
In BTM, topics are learnt over short texts based on the cumulative biterms formed from the entire corpus. The researchers evaluated this modelling technique and concluded that it was able to learn better quality topics from short texts than previous techniques. However, just like in LDA and pLSA, the topics extracted are in BOW form.
As noted by [5], since the Biterm model considers simple bi-term frequencies, the end result is that the generated topics are dominated by common words. This is because the frequency of biterms comes from the entire corpus rather than from a single short document.
1.1.12  | Soft Clustering Methods
The basic idea of clustering is to group documents into different categories based on based on some suitable similarity measure. Soft clustering allows multiple topics to be associated with each document as opposed to hard clustering where one topic is associated with every document 
A soft clustering approach to topic modelling was developed by [23] . Their method models the low-dimensional semantic vector space represented by the dense distributed representations of words using Gaussian mixture models (GMMs). The researchers identified dependence on metadata (such as title, category etc.) as a key weakness in modelling approaches that rely on the aggregation of short texts to form longer documents for use by conventional techniques such as LDA, in order to address the problem of data sparsity in short texts. In their technique, the distributed word representations are obtained by using a log-linear model, while representations are learnt over long context windows.
1.1.13  | Multi-Stage Clustering
Clustering approaches as defined by [24], when applied to datasets, seek to discover homogeneous groups. The main goal is to maximize both homogeneity in each cluster and heterogeneity between different clusters, the researchers identify three main approaches to clustering viz: hierarchical, partitional, and local search methods. The hierarchical approach, primarily takes either an agglomerative or divisive style. When using the agglomerative style, each data object is initially placed in its own cluster and then merged in subsequent steps with other objects based on a defined measure of similarity between the two. Conversely, in the divisive clustering approach, all data objects are placed in the same cluster which is then repeatedly split such that each object is finally placed into its own cluster
Hierarchical clustering solutions are in the form of trees called dendrograms, these trees provide a view of the data at different levels of abstraction, hence, they allow for enriched visualization when clusters have other related clusters in the form of sub-clusters. The partitional approach, can also be used to obtain hierarchical clustering solutions via a sequence of repeated bisections and actually exhibit better results than agglomerative methods.
In their research, [6] implemented a method where each short text (tweet) was associated with a tag, concatenating the short texts according to their associated tags in the first stage to create larger virtual documents. In the second stage, they used k-Means algorithm to cluster the virtual documents formed in stage one, since the tag count is less than the original number of documents, the algorithm then operates in a reduced space, hence improved efficiency and therefore reduced running time. In the third stage, each virtual document is divided back the set of micro-messages and each micro-message assigned to the same cluster as the virtual document which it originally belonged.
1.1.14  | Multi-Level Clustering
A Multi-level k-Means (ML-KM) clustering approach was taken by [7]. The researchers suggested and employed a thirteen steps algorithm. At each level of the ML-KM, standard k-Means clustering is used to identify invalid clusters which are then iteratively subjected to further clustering till all clusters are valid. The technique implements 12 steps where steps 3 to 8 are dedicated to processing the corpora by performing standard k-Means clustering on the LSA representation of the corpus currently being processed while identifying invalid clusters and adding them to an invalid_clusters list. The processing level is incremented while the invalid_clusters list still has entries (i.e is not null). The level incrementing process is terminated when there are no invalid_clusters. 
DATA MINING
Data mining is the process of analyzing data from different perspectives and summarizing it into useful information. According to [25] data mining techniques are classified into either (a) Predictive or (b) Descriptive
1.1.15  | [bookmark: _Toc40088528]TECHNIQUES
The following techniques fall under the predictive category:
· Regression: 
Regression techniques in data mining are used to fit an equation to a dataset. Regression can, for example, be used to predict the temperature given other related variables.
· Classification: 
Classification techniques use a supervised machine learning approach to predict and assign a target group for each item in a set of data items to any one of the pre-defined set of groups. It is differentiated from regression by the fact that, it assigns data elements to discrete categories. Regression on the other hand is used to predict a continuous value, classification.  Decision Trees, Neural Networks and nearest neighbour classification fall under this technique.



The following techniques fall under the descriptive category:
· Clustering:
Also known as segmentation, this technique assigns data elements to groups based on similarity. A cluster consists of data objects with high inter similarity and low intra similarity. Clustering is differentiated from Classification by the fact, that while classification assigns the data elements to predefined groups, clustering takes an un-supervised approach where similarities between data elements are used to determine the groups to which the data elements will then be assigned. 
· Summarization:
This technique involves finding a compact description of a dataset. The summary of a collection of related documents taken together, can reveal aggregated information that exists only at the collection level.

1.1.16  | [bookmark: _Toc40088529]DATA MINING APPLICATION PROCESSES
There are many data mining techniques but no one methodology exists for applying data mining. This has led to the design and development of numerous application methods by software vendors with each method tightly coupled with design of the target solution and hence a myriad of different processes. To address this problem, academics and people in industry had to make efforts aimed at establishing standards in data mining [26].  These efforts resulted in the development of two standardized models for applying data mining processes as follows:

1.1.16.1. SEMMA
The SEMMA process is a product of the SAS institute. According to [27], the SEMMA acronym stands for the following steps:
· Sample: At this stage, a sample of the data is extracted from a larger set.  The sample should be selected such that it can be processed quickly enough while giving results that can be projected to all the data in the entire dataset.
· Explore: An evaluation of the data is performed to discover relationships, trends and anomalies in order to gain understanding and ideas.
· Modify: The idea at this stage is to modify the data by creating, selecting, and transforming the variables to focus the model selection process. 
· Model: Model the data by using the analytical tools to search for combinations of the data that reliably predicts a desired outcome
· Assess: At this stage, the data is assessed by evaluating the usefulness and reliability of the findings from the data mining process

1.1.16.2. CRISP – DM
CRISP – DM stands for Cross-Industry Standard Process for Data Mining. It was developed by representatives of SPSS, Teradata, Daimler, NCR, and OHRA in 1996 [26]. It consists of a six stage cycle viz:
· Business Understanding: Involves determining the business objectives, assessing the situation to determine data mining goals and the production of a project plan.
· Data Understanding: Collection of initial data, description of the data followed by data exploration then verification of data quality.
· Data Preparation: Involves data selection, data cleaning, data construction, data integration and finally data formatting.
· Modeling: Selection of modeling a technique, generation of the test design, then building and assessment of the model.
· Evaluation: Involves evaluating the results, reviewing the processes and determining the next steps.
· Deployment: Involves organizing and presenting the knowledge in a way that the customer can use it.
An evaluation by [26] finds that, both the SEMMA and CRISP-DM can be considered as implementations of the Knowledge Discovery in Databases (KDD) process and thus serve as satisfactory benchmarks for achieving standardization in KDD processes.
[bookmark: _Toc40088530]MODEL PERFORMANCE AND TOPIC QUALITY ASSESSMENT
1.1.17  | [bookmark: _Toc40088531]BACKGROUND
While statistical topic modelling   techniques such as LSA and LDA provide powerful techniques for analyzing large documents and have gained wide acceptance among researchers, the presence of poor quality topics has led to lower acceptance by users [2]. Qualitative assessment of the topics generated by a topic model is a non-trivial task owing to the unsupervised nature of these models [28].
[29] point out that, since NLP models used for extracting topics treat text as BOWs,  there are no semantics (since words as treated as tokens) and that the models are more focused on the statistical properties of how words co-occur in documents than the quality of topics. 
Two aspects of performance in topic modelling are considered:

1.1.17.1. Topic Model Performance
The most widely used method for topic model assessment is perplexity [30]. Perplexity is a statistical measure of how accurately a model predicts a sample [31].The perplexity method is predicated on withholding a subset of documents in the corpus (i.e. the sample), then checking out their likelihood in the resulting model. It tries to measure how a model is “surprised” when it is given a new dataset. Early works in this area include that of [28] where they proposed the Chib-style estimator and the left-to-right" algorithm as a methodology for accurately assessing and selecting topic models.
Perplexity when used, for instance, to evaluate an LDA model, will compare the theoretical word distributions represented by the generated topics, to the actual topic mixtures, or distribution of words in the documents. 
1.1.17.2. Topic Quality Assessment
While perplexity is used to evaluate an entire topic model, we also desire to assess the quality of individual topics. Qualitative evaluation techniques in topic modelling, need to establish whether, for instance a generated topic is “interesting”. 
To assess the quality of Topics generated by a topic model, “coherence” measures have been proposed. According to, [32] , these measures seek to quantify the hanging and fitting together of information pieces. 


1.1.18  | [bookmark: _Toc40088532]COHERENCE
Coherence measures, estimate the degree of semantic similarity between the top words in a topic [33].  [34] further, argue that coherence measurement schemes  estimate the hanging and fitting together of the individual facts of a larger set. Topic coherence measures are used to quantify the similarity degree of the latent topics discovered by topic models from a human-like perspective to identify a high degree of semantic coherence of topic models [35].
[36],  while investigating topic interpretability by examining the coherence of a topic generated by a topic modeling algorithm, pointed out that there is no ground truth of coherence leading to difficulties in cross-validating modelling results. Furthermore, any “actual topics” may not have universal acceptability even to human assessors.
For the purpose of this study, two scoring methods will be considered: 
· The extrinsic UCI coherence. [2] This score as described by [37], uses point wise mutual information (PMI) and word co-occurrence counts collected from a neutral source (such as Wikipedia) based on a boolean window mode. This metric is considered as Extrinsic since it relies on empirical probabilities from an external corpus.
· The intrinsic UMass Score. [30] This score measures how much, within the words used to describe a topic, a common word is, in average a good predictor for a less common word. Intrinsic coherence measures show how well a topic represents the corpus from which it was modelled [35]
This measure is considered intrinsic since it relies on the corpus from which the topics under consideration have been generated.
Coherence is computed using the formula below:

Coherence=∑ score (wi, wj)
                  i<j
Where wi, wj are the top words of the topic

Overall Topic Coherence


ScoreUCI (wi, wj) =  log   p(wi, wj ) 
                  	             p(wi)  p(wj)
Where:

P(wi) = DWikipedia(wi)       and
               DWikipedia

P(wi,wj) = DWikipedia(wi,wj)
                     DWikipedia

UCI Coherence Score

ScoreUMass(wi, wj) = log D(wi,wj)
                                           D(wi)
          
             






UMASS Coherence Score
[37]

In both the UCI and UMass scoring methods, overall topic coherence is measured as the cumulative similarity of pairwise scores over the set of topic words wi…wj [33].

[bookmark: _Toc40088534]METHODOLOGY
[bookmark: _Toc40088535]Introduction
The application of conventional Topic Modelling techniques has been shown through previous research to suffer from semantically incoherent topics due to their grounding on the BOW approach, additionally, since these methods posit that, topics belongs to documents and that words belong to topics in different proportions, they suffer from data sparsity issues when modelling topics from short texts. We propose a data mining approach that can be applied to the topic modelling process in a way that overcomes these twin problems associated with conventional topic modelling for short texts.
[bookmark: _Toc40088536]Research Method
This research uses the quantitative approach which is associated with the positivist / postpositivist paradigms. These paradigms involve transforming data into numerical form and then performing statistical calculations on the data and finally forming conclusions based on the results of the calculations. We determined the quantitative approach to be the most appropriate method based on the research task at hand. A characteristic of this approach, which also distinguishes it from the qualitative approach, is that, the outcomes are measurable and quantifiable. Quantitative research aims to classify features, count them, and construct statistical models in an attempt to explain what is observed. 
[bookmark: _Toc40088537]Research Approach
Our research was based on the deductive rather than the inductive approach. When using this approach, the researcher begins with a theory, the idea is to then reason deductively in order to test the theory.
1.1.19  | [bookmark: _Toc40088538]Data Collection
Our research was based on two publicly available datasets:
1) Traffic Offences (Appendix 1): This dataset lists down Traffic Violation Information in the county of Montgomery, Maryland – USA:
            Source: https://catalog.data.gov/dataset?res_format=RDF&groups=local&tags=traffic
Locality:		Montgomery County of Maryland – USA
Size: 			511MB
Rows:			1,477,465
2) Amazon Job Skills (Appendix 2): This dataset lists down the qualifications that are required for getting hired as a software developer in Amazon.
Source: https://www.kaggle.com/atahmasb/amazon-job-skills	
Size:                           10.01MB
Rows:                         3,492      

1.1.20  | [bookmark: _Toc40088539]Sample selection
For this study, we used the stratified random sampling method to select short texts. This method is categorized under probability sampling. When using this sampling method, each short text has an equal chance of being selected. The justification for choosing this technique for this research was that, experiments performed on a random sample can be used to make statistical inference on the entire dataset. 
1.1.21  | [bookmark: _Toc40088540]Research Process
This study employs a Data Mining approach. We used the SEMMA process for data mining with the following activities:
1.1.21.1. Sample Selection
We split the datasets into equally sized groups and then selected short texts at random from each group for inclusion in the sample as follows:
Table 1: Sampling
	No
	Dataset
	Source
	Rows
	Sample Size

	1
	Traffic Offences
	https://catalog.data.gov/dataset?res_format=RDF&groups=local&tags=traffic
	1,477,465
	14,762

	2
	Amazon Job Skills
	https://www.kaggle.com/atahmasb/amazon-job-skills
	3,492
	1,160



The texts in the traffic offences dataset are extremely short with word counts ranging from 3 to 18 in each text, making it easier and faster to process the significantly larger sample of 3,492 (≈ 1%) short texts (Appendix 1). 
From the Amazon Skills dataset we sample 1,160 (≈ 10%) (Appendix 2) short texts since individual texts are considerably longer and require more processing time per text.
Sampling Algorithm
1. Start
2. Initialise sampled texts list L
3. Load the dataset with documents di - dn.
4. While not end of dataset file:
a. Set the sampling range (i – sample_size)
b. Randomly select a number j, from the range
c. Append dj to list L.
5. Stop
1.1.21.2. Explore
A careful examination of the short texts in our datasets, showed that they more often than not, contained similar word sequences. Our approach was to mine each corpora for words that commonly occur together and designate them as n-grams. In order to retain latent semantics, we decided that, no stemming, lemmatization or stop word removal was to be done at the pre-processing stage, at this stage only single words and numerical characters were removed.
1.1.21.3. Modify
The aim of our research was to design an n-gram based topic discovery model which uses word co-occurrences automatically discovered from a large corpus of short texts. We then clustered the n-grams discovered at each level while maintaining word sequences to improve the coherence of discovered topics.
For the purpose of this research, an n-gram is defined as consisting of a variable number of words sliced from a given piece of short text on a sliding window basis. Words forming an n-gram appear in the same sequence as they occur in the short text. A minimum number of grams, greater than one, was provided as an input parameter for the discovery process. The maximum value of n, was chosen such that, all co-occurring valid n-grams in the corpus could be captured and designated as qualifying n-grams. 
Consider the following short text describing a traffic offence:

“driving vehicle on highway with suspended registration”
For this short text, and with an n-gram window of 3 to 6, n-grams were formed from the short text as illustrated in Table 2: The actual formation of n-grams at every level is as illustrated in Table 3.

Table 2: n-gram formation
	No
	window = 3
	window =4
	..
	window =6

	1.
	“driving vehicle on”

	“driving vehicle on highway”
	..
	driving vehicle on highway with suspended

	2.
	“vehicle on highway”
	“vehicle on highway with”
	..
	vehicle on highway with suspended registration

	3.
	“on highway with”
	“on highway with suspended”
	..
	

	4.
	“highway with suspended”
	“highway with suspended registration”
	..
	

	5.
	“with suspended registration”
	
	...
	



Table 3:  n-gram formation with n=3
	No.
	Short text

	1.
	driving vehicle on highway with suspended registration

	2.
	driving vehicle on highway with suspended registration

	3.
	driving vehicle on highway with suspended registration

	4.
	driving vehicle on highway with suspended registration

	5.
	driving vehicle on highway with suspended registration



n-gram generation algorithm
1. Start
2. Load all the sampled short texts di .. dn
3. Initialize the list of all n-grams, G
4. For each short text di .. dn in the corpus
a. Tokenize into its constituent grams gi .. gn
i. For each j in max_gram_window_size down to min_ gram_window_ size
1. Set n-gram start point c to 0, n-gram end point d to j
2. Form n-gram n, of size j from grams gc  to gd
3. For each short text k in di+1 to dn 
a. Form n-gram m of size j from k
b. If n = m, append n to the list of n-grams G
4. Increment both c and d by 1
5. Stop
In-order to obtain semantically coherent topics, our model, relies on the calculated mean position of every gram in all the sampled short texts comprising the corpora of short texts. This enables the model to take advantage of the natural positioning of the grams in the short texts that comprise the corpus, when estimating the position of the gram in the generated topics.
gram positioning algorithm
1. Start
2. Initialize grams 2 dimensional array list T
3. Load all sampled short texts di .. dn
4. For i to n
a. For each short d text di .. dn
i. Initialize document level grams list, S
ii. Tokenize d in to grams tl .. tm
1. For every k in l to m
a. If letter count of tk >1 and tk is not a digit
i. Add tk to S
iii. Add S to T
5. Initialize unique grams counter u, grams list V, unique grams listing, W and all grams listing X
6. For every document level gram list s in T
a. For every gram y in s
i. Append y to X
ii. If y is not in V
1. Append y to V
2. Append u to W
3. Increment u
7. Initialize gram occurrences list O
8. For every gram y in the unique grams list, W
a. Count all occurrences of y in all documents listing X, j
b. Append j to the occurrences list O
9. Initialize gram positions list Q 
10. For every gram k in unique grams listing, W
a. Initialize average gram position a to 0
b. For every document level sub list S in array list T
i. For every gram y in S
1. If y exists in the unique grams list W
a. Compute a=a +( (position of y  in S)+1 / number of grams in S
c. Compute average position of  k  as a / occurrence count of k from occurrences list O
d. Append a to Q
e. Reset average gram position a to 0
11. Create a 2 dimensional data structure, F, with 2 columns, to hold unique grams list W and gram positions list Q
a. Append data column W to F
b. Append data in column Q to F
c. Sort F  in ascending order using Q
12. Save the structure, F in CSV form to disk.
13. Stop.
14. 
a) Traffic Offences Dataset
Table 4: A sample of extracted n-grams and the corresponding short texts with their counts in the sample.
	Sn
	n-gram => failure to stop
	Count

	1
	driver failure to stop at stop sign line
	330

	2
	driver failure to stop at steady circular red signal
	174

	3
	failure to stop at stop sign
	137

	4
	driver failure to stop for pedestrian in crosswalk
	47

	5
	failure to stop for stopped school veh. operating alternately flashing red lights
	18

	6
	failure to stop after accident involving damage to attended veh.
	12

	7
	failure to stop when entering highway
	11


b) Amazon Skill Dataset
Table 5: Some extracted n-grams and the corresponding short texts with their counts in the sample.
	Sn
	n-gram => design problem solving and complexity analysis proficiency
	Count

	1
	bachelor degree in computer science or related field equivalent experience to bachelor degree based on years of work experience for every year of education years professional experience in software development computer science fundamentals in object oriented design computer science fundamentals in data structures computer science fundamentals in algorithm design problem solving and complexity analysis proficiency in at least one modern programming language such as java or perl
	11

	2
	we want to hire the world brightest minds and offer them an environment in which they can learn and help improve the experience for our customers you are currently working towards years university degree in computer science or related field excellent written and verbal communication skills in english you must have the right to work in the country you are applying for computer science fundamentals in object oriented design data structures algorithm design problem solving and complexity analysis proficiency in two or more programming languages ruby on rails java python you are results driven with analytical skills and the ability to innovate and simplify current processes and practices you should have strong decision making skills that use sound reasoning and when required use consultation to achieve consensus the personal drive and enthusiasm that makes you stand out from the crowd
	3

	3
	bachelor degree in computer science math or related field or years relevant work experience computer science fundamentals in object oriented design computer science fundamentals in data structures computer science fundamentals in algorithm design problem solving and complexity analysis proficiency in at least one modern programming language such as java or
	3





1.1.21.4. Model
Our topic discovery process is based on clustering n-grams from level 1 to level n using k-Means clustering. Since k-Means clustering requires that we determine the optimal number of topic clusters, k, in advance, we employ the elbow method to determine the optimal value of k by plotting the Sum of Squared Errors (SSE) against the cluster centres. The idea behind this method is to select a small value of k that still has low SSE. This is achieved at the elbow point where we start to have diminishing returns by increasing k.
After the optimal value of k was determined, we grouped the extracted n-grams into k clusters at each of the levels, starting from the lowest level (n=gram count = 2) up to level n. The top words were then ordered in the sequence according to the gram rankings. We then selected the top n words at every cluster as representative topics for the cluster, where n is the n-gram level.
To further refine the gram positions in each topic, we extracted, for each n-gram level, the set S of all topics that do not have a corresponding match from the list of n-grams generated at that level. For each member m of the set S, we iteratively search for any n-gram n which has grams that exactly match those of m albeit at different positions in the n-gram (n). If a matching n-gram n is found, it is designated as a replacement for m.
The final step in this process is topic identification. Starting from the lowest level and then progressing to the highest level, n, topics whose constituent n-grams are not subsets of topics at higher levels are selected as the output topics of our model. The idea is to eliminate topics with n-grams that are subsets of n-grams at higher levels

Algorithms
a) Determine optimal topics k
1. Start
2. Load all sampled short texts onto an array D.
3. Create a dictionary of grams M that maps every single gram in D to a position in the matrix.
4.  Initialize the array for storing sum of squared errors (SSE), S 
5. Set the range R within which we will calculate cluster centers
6. For i in R
a. Using MiniBatchKmeans, determine the sum of squared errors (SSE) that corresponds to i for the sampled short texts in the sparse matrix M.
b. Append the value of SSE to S
7. Plot the graph of SSEs against Cluster centers.
8. From the plotted graph, determine the value of k
9. Stop

b) Topic Discovery
1. Start
2. For i in the range min_n-gram_level to Max_n-gram_level
a. Initialize top words list T and top word positions list P.
b. Load all level i n-grams onto a matrix D
c. Create a dictionary of grams M that maps every single gram in D to a position in the matrix.
d. Using MiniBatchKMeans, cluster, the grams in M into k clusters by grouping the grams according to their identified clusters.
e. Order the clusters in ascending order according to the mean score achieved by all the grams in the various clusters.
f. For each cluster C:
i. For j in the range 1 to i (current gram level)
1. Append gram Cj  to the top words list T.
ii. Initialize gram positions list A and grams list B
iii. For every gram l in top words list T.
1. Append l to list A
2. Determine the position of gram l among the unique grams ranking list and append it to list B.
iv. Create a 2 dimensional data structure, Y, with two columns A to hold gram positions list A and grams list B.
v.  Sort Y in ascending order according to the unique grams positions column A.
vi. For every row in column B of the data structure Y:
1. Initialize topic string g.
a. For every gram x in list A:
b. Append x to string g
2. Save topic string g to database
3. Stop
c) Topic Processing For Proper Gram Positioning
a. Start.
b. For i in the range min_n-gram_level to Max_n-gram_level:
i. Extract the set T of topics that do not have an exact match with at least one n-gram in the set G of n-grams.
ii. For each topic t in the set T:
1. Tokenize t into its constituent grams.
2. Load the set Y, of all n-grams with gram count=i
3. Initialize percent match p=0
4. For each n-gram n in Y:
a. Tokenize n into its constituent grams.
b. Compare all the tokens in n with those of t
c. Calculate the percent match p=matching_tokens_count/i
5. If p is equal to 100
a. Replace t with n
b. Update the topic t saved to database
c. Stop.
d) Topic Identification
a. Start
b. Initialize selected topics list Y
c. For each level l in the set of n-gram levels L:
i. Load the set of topics t identified at level l.
ii. For each topic k in t:
1. Initialize position counter, pos to 0, selected status s to True
2. Load the set T of all identified topics ti..tn. with i>pos
a. For each topic ti..tn
i. If k= ti, ,s=false
ii. Go back to step ii
b. If s=true
i. Append k to Y.
3. For each topic with pos> in the set of all topics T
4. Increment pos, (pos=pos+1)
5. Stop

Table 6 – Selected Topics (Traffic Offences Dataset) – Topn = 10
	Topic 1
	Topic 13
	Topic 26
	Topic 40
	Topic 47
	Topic 58

	pedestrian
	driver
	reckless
	failure
	willfully
	motor

	crossing
	entering
	driving
	to
	driving
	vehicle

	roadway
	intersection
	vehicle
	maintain
	motor
	without

	between
	at
	in
	legible
	veh
	lighted

	adjacent
	flashing
	wanton
	registration
	at
	head

	intersections
	red
	and
	plate
	slow
	lamps

	having
	traffic
	willful
	free
	speed
	or

	traffic
	signal
	disregard
	from
	impeding
	fog

	control
	without
	for
	foreign
	normal
	lights

	signal
	stopping
	safety
	materials
	and
	while



Table 7 – Selected Topics (Amazon Skills Dataset) Topn=10
	Topic 1
	Topic 13
	Topic 26
	Topic 40
	Topic 47
	Topic 58

	bachelor
	software
	in
	experience
	deep
	languages

	degree
	development
	data
	developing
	understanding
	java

	in
	computer
	structures
	cloud
	of
	javascript

	computer
	science
	algorithm
	software
	scalable
	objective

	science
	fundamentals
	design
	services
	computing
	python

	or
	in
	problem
	and
	systems
	and

	related
	object
	solving
	an
	software
	open

	field
	oriented
	and
	understanding
	architecture
	source

	years
	design
	complexity
	of
	data
	technologies

	experience
	data
	analysis
	design
	structures
	linux



1.1.21.5. Assessment
Topics discovered using the model were evaluated by comparing the overall coherence scores individually achieved by each of the topics, as well as the average score achieved by the top 20 topics with the set of topics generated from the sampled short texts using a plain LDA model as well as the Bi-Term model.
	Model assessment algorithm
a. Start
b. Load the set of all sampled short texts
c. For each of the models (our n-gram based, plain LDA and Bi-Term):
a. Generate the set of topics T 
b. For each set of topics generated by the models above:
i. Initialize the average score A to 0 and sum of scores S to 0
ii. For each topic t in T:
1. Compute the coherence score s.
2. Add the value of s to S.
iii.  Compute the average score A=S/TopicCount
d. Stop
Pre-process
Level 1
n-grams
Short Texts Dataset
Model the topics
Evaluate the Model and Present Results
[bookmark: _GoBack]Fig 2:  Overview - High Level n-gram Model Chart 

Level 2
n-grams
Level n
n-grams
…….………………
Topic Discovery
Cluster
Cluster
Cluster

[bookmark: _Toc40088542]Results
The purpose of this research was to propose an n-gram based multilevel clustering model for discovering coherent topics in short texts. In order to achieve this objective, we developed and implemented this model, as well as an LDA and a Biterm model.
We implemented the three models in the python programming language and executed them on an Intel(r) Core (TM) – i73520 CPU (2.90GHZ) windows 7 laptop. For our model, we found the n-gram generation process to be the most CPU resource intensive activity with the traffic offences sample of 14,762 short texts taking 10 hrs 2 Mins and 2 seconds to complete while the amazon skills sample of 1,160 short texts took 5hrs 48 Mins 44 Seconds to completion.
To evaluate the performance of our model, we generated topics from the same samples using the LDA and Biterm models and calculated the individual topic coherence scores as well as the mean coherence score for each model.
As Fig 3 below shows, topics generated by our model achieve consistently better results from the first to the last topic while last topics generated by the LDA model achieve significantly poor coherence scores when compared to topics generated by both our n-gram based and the Biterm models. From Fig 4 and 5, we conclude that our model achieves better performance than the other two models when evaluated using the mean coherence scores at all topn values.

Fig 3: Topic Coherence Scores
	Traffic Offences Dataset

	
	









	Amazon Skills Dataset

	
	



Table 8 Mean Coherence Scores - Traffic Offences Dataset
	
Model
	Mean Coherences at Topn

	
	3
	4
	5
	6
	7
	8
	9
	10

	n-gram
	-1.24665
	-1.3559
	-2.5966
	-1.6484
	-1.7994
	-1.8559
	-1.8976
	-1.9254

	lda 
	-4.05386
	-2.8579
	-4.5365
	-4.0999
	-3.8638
	-3.0435
	-2.5961
	-2.5167

	Biterm
	-2.211
	-2.4734
	-2.5966
	-2.8424
	-3.0662
	-2.7384
	-2.5954
	-2.1574



Fig 4 Mean Coherence Scores Chart



Table 9 Mean Coherence Scores – Amazon Skills Dataset
	
Model
	Mean Coherences at Topn

	
	3
	4
	5
	6
	7
	8
	9
	10

	n-gram
	-0.2159
	-0.3189
	-0.4515
	-0.538
	-0.5915
	-0.6649
	-0.7801
	-0.8811

	lda 
	-1.0398
	-0.9798
	-1.2875
	-1.1019
	-1.0445
	-1.6393
	-1.6583
	-1.3618

	Biterm
	-0.4886
	-0.6072
	-0.6646
	-0.7768
	-0.7947
	-0.8504
	-0.8695
	-0.9039



Fig 5 Mean Coherence Scores at Topn Chart

[bookmark: _Toc40088544]Discussion and Conclusion
To aid in the interpretation of topics discovered by topic models, it is important that the words represented in each topic are organized in a coherent form. By taking a casual glance at such topics, a user can immediately form an informed opinion about the meaning of the key words in that topic. Furthermore, in problem domain of this research, the number of topics from which the short texts are formed is finite.
In this paper, we have proposed a model for discovering coherent topics from short texts and applied it in the discovery of topics from the traffic offences and the amazon skill dataset. An evaluation of the coherence scores of the discovered topics shows that the model consistently performs better than the LDA and Biterm models, generating highly coherent topics, however we note the following:
· The n-gram generation process is quite resource intensive and as such due to limitation in the computing power available to us, we have sampled a relatively small proportion of the short texts in the dataset, it may be of interest to apply the model on a larger sample as it is likely to yield even better results.
· In our experiments, we employed the K-Means Clustering method, future research may consider trying out other clustering techniques such as DBSCAN, Mean-Shift techniques among others.
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[bookmark: _Toc40088547]Appendix 1 – Offences dataset - Sampled rows snapshot
	Row
	Short Text

	477
	driving motor vehicle on highway without required license and authorization

	976
	stop lights (*)

	1293
	displaying expired registration plate issued by any state

	1934
	negligent driving vehicle in careless and imprudent manner endangering property, life and person

	2127
	violating lic. restriction

	2778
	driver failure to obey properly placed traffic control device instructions

	3069
	exceeding maximum speed: 100 mph in a posted 55 mph zone

	3664
	failure to stop at stop sign

	4448
	driving to drive motor vehicle on highway without required license and authorization

	4915
	driving veh. w/o adequate rear reg. plate illumination

	5278
	reckless driving vehicle in wanton and willful disregard for safety of persons and property

	5729
	driver fail to stop at red traffic signal before any other turn

	6382
	person driving motor vehicle on highway or public use property on suspended out-of-state license

	6972
	exceeding maximum speed: 71 mph in a posted 55 mph zone

	7104
	exceeding the posted speed limit of 30 mph

	7899
	driver using hands to use handheld telephone whilemotor vehicle is in motion

	8406
	driving motor veh. on hwy.,wearing headset over ears

	8526
	failure to display two lighted front lamps when required

	9171
	motor veh. w/o required stop lamps equipment






[bookmark: _Toc40088548]Appendix 2 – Amazon skills dataset - Sampled rows snapshot
	Row
	Short Text

	1
	bachelor degree in computer science or related degree years professional experience in software development computer science fundamentals in object oriented design computer science fundamentals in data structures computer science fundamentals in algorithm design problem solving and complexity analysis proficiency in java scala or other similar programming languages

	8
	bachelor degree in computer science computer engineering or related field years professional experience in software development building consumer facing android apps years overall software development experience years of development and debugging skills using java years of experience performing computer science fundamentals in object oriented design data structures algorithm design problem solving and complexity analysis

	15
	bachelor degree in computer science or related technical discipline or equivalent experience years of experience building medium to large multi tiered web applications self motivated and capable of working in an independent fashion proficiency in javascript html css and related web technologies strong sensibilities for ux and design experience designing large scale web applications built with modern technologies experience with modern javascript es6 modern libraries and tooling node react redux angular etc experience with modern browser technologies and cross browser compatibility issues experience building an environment for rapid development and continual integration working knowledge of common storage methodologies s3 redshift etc

	22
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Coherence




Topn=8

ngram	-0.17947449381661901	-0.19173036817313299	-0.20318729794019499	-0.211046591948754	-0.22685396662527099	-0.23915844336676001	-0.23987255559609699	-0.24249921939033001	-0.27074426258532802	-0.28430096574495001	-0.308893590962599	-0.33096251706934898	-0.33746851119918903	-0.34292016778461298	-0.34549357302334499	-0.36477076104024803	-0.41841277035894903	-0.440427768927804	-0.46427575407203697	-0.46435738512638203	-0.47101309707616901	-0.48086400030827597	-0.49642129974874	-0.49812839640314599	-0.50201797560932604	-0.52565644968373804	-0.52928918812253301	-0.52931492204944697	-0.53993061387501595	-0.54776351992664996	-0.55448096063838703	-0.56415415396254898	-0.56679817494060003	-0.57134925681806004	-0.59378511875137097	-0.60575411931248702	-0.607093623822485	-0.60740511227374505	-0.61067161112350499	-0.61321460708025999	-0.61758644456271194	-0.62794380527268101	-0.6434597527757	-0.65361876814060604	-0.66143235973848302	-0.678090252409557	-0.68585025532074495	-0.68977994943661902	-0.71958184745797005	-0.72068500124620805	-0.72274093069579404	-0.72800330209159503	-0.73729871371552003	-0.74028068750517195	-0.74839832719819799	-0.75582056170933098	-0.77541753082197495	-0.785269127577921	-0.79347331424841705	-0.81209470776541703	-0.81349799984890403	-0.814101035592527	-0.840023241728859	-0.86151391429528101	-0.86311270645607396	-0.86730525528699598	-0.89259048588521195	-0.89388782079894402	-0.90900488032954396	-0.92777346234027103	-0.93273689835187601	-0.94256149829090397	-0.94437527676386901	-0.95414860314908101	-0.96465523252976104	-0.98803874653356705	-0.99806255800906596	-1.0186188118766899	-1.03220740946914	-1.0369920287780701	-1.0554793112815	-1.05775052747536	-1.05911650635706	-1.0694541928588499	-1.07817669287147	-1.0879690669730899	-1.0931067716915901	-1.0941729676146099	lda	-2.9252947287713701E-2	-0.110012014779774	-0.19163693253910699	-0.19818888922472799	-0.20023456646702001	-0.20449546539972999	-0.217277809130526	-0.275776884473245	-0.29124624976938301	-0.29846356723193301	-0.31088984262017899	-0.32181833269211702	-0.32771402904368602	-0.33333078513426101	-0.39888809577267198	-0.43812999109006101	-0.44324470216862499	-0.45403396054455802	-0.46358041490690199	-0.47516245620175401	-0.48378846276863502	-0.49327212649874203	-0.52949183121437904	-0.57456072016442605	-0.62048282870786797	-0.64729924402974304	-0.65839560182994195	-0.66062822669989996	-0.76808141599859403	-0.82252166980042396	-0.82934060187623004	-0.85712699066200304	-0.86682038092828295	-0.87242287604392899	-0.89988923249170405	-0.90014991154416102	-0.90811257033520498	-0.91568393894177602	-0.98692985300848202	-1.01093597541424	-1.01368381200777	-1.0707376000406199	-1.07289542599071	-1.09935967761535	-1.1550240931953499	-1.1752761265399301	-1.1821189251769	-1.2153758773168499	-1.2307643157596899	-1.24225174631196	-1.2459248153184701	-1.28092825338213	-1.29654997225693	-1.32005446757377	-1.32519582741525	-1.32659954400892	-1.35390756832741	-1.36926313897061	-1.3787400517903901	-1.3825052747836999	-1.3873118946568299	-1.42009154772005	-1.42240505618153	-1.4400363838667101	-1.51274816668417	-1.56503792319061	-1.5780960993002	-1.60075961027158	-1.8084541955039699	-1.8188551897743499	-1.8728384555627999	-1.9126874410322201	-1.91354880934439	-2.0004673283664101	-2.0676370741455501	-2.0982268749333	-2.30433298937103	-2.3743027604634102	-2.6088968379756801	-2.9426909134248902	-3.6170428665091601	-3.7699440756384601	-5.6726418071743101	-5.7106124136481	-8.2458019615559195	-8.3935739847250197	-10.953243647284101	-14.2216747038165	biterm	-0.14868610502395599	-0.23912068639254799	-0.267780931679864	-0.29258105730507999	-0.30037761205010299	-0.31014555567874702	-0.31847608786175302	-0.34035182617960702	-0.36109324165366302	-0.36198297325325302	-0.36757322830410599	-0.36900584073935799	-0.37477002981170199	-0.39404918610228801	-0.40849979627307398	-0.40850493574288399	-0.41465061191866998	-0.431682047151415	-0.43348256548810699	-0.44282679407712899	-0.46743271795331698	-0.48113276267933602	-0.487029566933665	-0.52209467438576396	-0.53281237326112396	-0.551825555040656	-0.56460528617264605	-0.56934847343406803	-0.57046291888135103	-0.57426692798643397	-0.594550063843725	-0.60762568150655605	-0.61094361192500901	-0.617707980021033	-0.619289512222434	-0.62462359259996703	-0.62727479582563195	-0.63161482099793398	-0.65071770406939999	-0.65409828997591302	-0.66712588222772395	-0.67973730786680397	-0.68115783079440195	-0.69513028456545001	-0.73268164672711	-0.73432524070683203	-0.75834341834429198	-0.77245364523406601	-0.80211567432201902	-0.838562215512477	-0.86109272173637297	-0.91133419909308899	-0.91333548651982399	-0.93201997129663805	-0.99643146944419703	-1.0162113138522699	-1.0240685531745899	-1.0329701281846899	-1.0456343958680501	-1.0745620143978001	-1.10770543449355	-1.1105773633067699	-1.12290381401316	-1.1595350777186	-1.1704373458561701	-1.1823421756335	-1.2309022971360699	-1.2597948621688	-1.2660246144255001	-1.2707493847106399	-1.3367228034957299	-1.33838164219313	-1.34217472911405	-1.36300258567204	-1.4182686732733101	-1.45940102576061	-1.46805211876943	-1.4881047891550501	-1.5244751110747901	-1.5594012075513899	-1.5708426551716901	-1.57300418092719	-1.57734076691022	-1.5895469161501099	-1.6241139428217	-1.63486093001429	-1.6363322001317999	-1.7358677145036301	Topic No.


Coherence




ngram	3	4	5	6	7	8	9	10	-1.2466526574253485	-1.3558978054862947	-2.5965916640563313	-1.6484469462328772	-1.7993660607190893	-1.8559146873783934	-1.8975745628444198	-1.9254068528091719	lda 	3	4	5	6	7	8	9	10	-4.053856834465698	-2.8578802143712938	-4.5364680074961168	-4.0998614995929401	-3.8638129123800486	-3.043512193947481	-2.5961288455520286	-2.5166561753721912	Biterm	3	4	5	6	7	8	9	10	-2.2109948226118745	-2.4733966555413103	-2.5965916640563313	-2.8423930598700311	-3.0661856566582379	-2.7384289298721876	-2.5954393313265141	-2.1574075786530416	Topn


Mean Coherence




ngram	3	4	5	6	7	8	9	10	-0.21589178966803754	-0.31892319280327136	-0.45154069765251004	-0.53800982640625239	-0.59153522225272215	-0.6648774626069005	-0.78009235365939888	-0.88114590713334673	lda 	3	4	5	6	7	8	9	10	-1.0398449625879904	-0.97983533472550999	-1.2875072041643487	-1.1019456556524008	-1.044500259239358	-1.6393230672879617	-1.6582952349061402	-1.3617914449734025	Biterm	3	4	5	6	7	8	9	10	-0.48860980223382366	-0.60722277224124932	-0.66462484633488694	-0.77684841362873014	-0.79469609372916261	-0.85040066118664626	-0.86950222524147303	-0.90393796008624205	Topn


Mean Coherence
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