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Abstract

In this study a reproducing kernel Hilbert space method with Chebyshev function is pro-
posed for approximating solutions of a nonlinear system of ordinary differential equations
under multi-point boundary conditions. Based on reproducing kernel theory, reproducing
kernel functions with a polynomial form will be erected in the reproducing kernel spaces
spanned by the shifted Chebyshev polynomials. Convergence analysis of the proposed
technique is theoretically investigated. This approach is successfully used for solving a
system of ordinary differential equations with multi-point boundary conditions arising in
flow of an electrically conducting nanofluid over an impermeable stretching cylinder.
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1. Introduction

In this work, we investigate the following nonlinear system of boundary value problems
(BVPs) in the reproducing kernel space [1]:

∆1 ≡ Q(x)f
′′′

+ 2γf
′′

+ ff
′′ − f ′2 −Mf

′
= 0,

∆2 ≡ Q(x)γRθ
′′

+ 2γγRθ
′
+ Pr(fθ

′ − f ′
θ − Sf ′

) +Q(x)PrNbθ
′
φ

′

+Q(x)PrNtθ
′2

= 0,

∆3 ≡ Q(x)φ
′′

+ 2γφ
′
+ Le(fφ

′ − f ′
φ− Pef

′
) + Nt

Nb
Q(x)θ

′′
+ 2γNt

Nb
θ
′

= 0,

(1.1)

subject to the boundary conditions
f(0) = 0, f

′
(0) = 1 +Af

′′
(0),

θ(0) = 1− S +Bθ
′
(0), φ(0) = 1− Pe +B1φ

′
(0),

f
′
(∞) = 0, θ(∞) = 0, φ(∞) = 0,

(1.2)
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where Q(x) = 1 + 2γx, γR = 1 + 4
3R, γ is the curvature parameter, M is the magnetic

parameter, R is the radiation parameter, Nb is the Brownian motion parameter, Nt is the
thermophoresis parameter, Pr is the Prandtl number, Le is the Lewis number, S is the
thermal stratification parameter, Pe is the solutal stratification parameter, A is the veloc-
ity slip parameter, B is the thermal slip parameter, and B1 is the solutal slip parameter.
The field of boundary layer flows involving the non-Newtonian fluids is interest of many
researchers due to their boundless applications in science and engineering e.g., airfoil de-
sign of airplanes, the automobile industry and friction drag of a ship. The governing
boundary layer with flow of an electrically conducting nanofluid over an impermeable
stretching cylinder equations are reduced into a system of nonlinear ordinary differential
equations (ODEs) [2, 3, 4, 5, 6, 7, 8].

It is well-known that ODEs are crucial ingredient of boundary layer flow problems
[9, 10, 11, 12]. Systems of ODEs with multi-point boundary conditions erect an interest-
ing class of these problems and play an important role in solving boundary layer flows
problems. For nonlinear third and second order multi-point BVPs, there are some reliable
approaches to get approximate solutions [13, 14, 15, 16, 17, 18, 19, 20]. Finite difference
scheme can easily solve linear BVPs, but it will be cumbersome to investigate nonlin-
ear second and third order with multi-point BVPs using this method. In [21] homotopy
analysis method is utilized to approximate the solution of second-order nonlinear BVP.
Ahmad in [22] gave the asymptotic form of the solution and utilized this information to
develop a series solution. Also, a meshfree method base on the radial basis functions is
presented by Kazem et al. [23].
In the current paper, we propose a reliable and powerful method based on reproducing
kernel Hilbert space (RKHS) method with orthogonal functions. The RKHS method have
been used widely to solve some complicated differential and integral equations arising in
science and engineering [24, 25, 26, 27, 28, 29, 30, 31, 32]. In particular, Chebyshev ap-
proximations have been considerably used for second (or fourth) ODEs [33, 34, 35, 36].
To the best of our knowledge, there are only few studies which investigate numerical
algorithm based upon reproducing kernel Chebyshev functions to solve the nonlinear sys-
tems of ODEs with multi-point boundary conditions. We reduce the problem to a set of
algebraic equations by expanding the unknown function as orthogonal functions specially
constructed on bounded interval, with unknown coefficients. The given operational ma-
trix of derivative along with orthogonal functions are then applied to find the unknown
coefficients.
The rest of this paper is organized as follows. In Sect. 2, an overview of shifted Cheby-
shev polynomials and their relevant properties required henceforward are presented. A
shifted Chebyshev reproducing kernel functions are introduced in Sect. 3. In Sect. 4,
the collocation scheme to approximate the solution via shifted Chebyshev reproducing
kernel basis function is considered. The convergence analysis is discussed in Sect. 5.
Finally, Sect. 6, provides some approximate results to show the efficiency and accuracy
of using the shifted Chebyshev RKHS method in comparison with of the reported results
in [1, 37, 38].
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2. shifted Chebyshev polynomials

In this section, a brief summary of shifted Chebyshev polynomial is expressed.

Definition 2.1. The well-known Chebyshev polynomials of the first kind of degree n are
defined on internal [−1, 1] as

Cn(t) = cos(nθ), 0 ≤ θ ≤ π,

where t = cos(θ). Obviously C0(t) = 1, C1(t) = t, and they satisfy the recurrence rela-
tions.

Cn+1(t) = 2tCn(t)− Cn−1(t), n = 1, 2, . . . (2.3)

In order to use these polynomials on the interval x ∈ [0, L], we define the so called
shifted Chebyshev polynomials by introducing the change of variable t = 2

Lx − 1 and
this leads to a shifted Chebyshev polynomial Tn(x) of degree in x on [0, L] given by
Tn(x) = Cn(t) = Cn( 2

Lx− 1). Thus we have

T0(x) = 1, T1(x) =
2

L
x− 1,

Tn+1(x) = 2(
2

L
x− 1)Tn(x)− Tn−1(x), n ≥ 1. (2.4)

These polynomials are orthogonal w.r.t. L2
w inner product on the [0, L] with the weight

function w(x) = 1√
x(L−x)

and satisfy the orthogonality condition.

∫ L

0
Tn(x)Tm(x)

1√
x(L− x)

dx =
π

2
cnδnm, (2.5)

where c0 = 2, cn = 1, n ≥ 1 and δnm is the Kronecker delta function. Tn+1(x) has exactly
n+ 1 zeros on the internal [0, L]. The ith zero xi is

xi =
L

2
(1− cos((2i+ 1)π

2n+ 2
)), 0 ≤ i ≤ n.

3. Shifted Chebyshev reproducing Kernel function

In this section, some required preliminaries are given to solve the underlying system
[28].

Definition 3.1. Let X be a nonempty set, and H be a Hilbert space of real-valued func-
tions on some set X with inner product 〈., .〉H. Then, definition K : X ×X → R is called
to be the reproducing kernel function of H if and only if

1. K(., y) ∈ H for all y ∈ X,

2. 〈f(.),K(., y)〉H = f(t) for all y ∈ X and all f ∈ H.

The second item is well known as the reproducing property.
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Assume that

u0(x) =
1√
π
T0(x), un(x) =

√
2

π
Tn(x), x ≥ 1. (3.6)

Now, we have the Christoffel-Darboux formula that shows the explicit reproducing kernel
on the finite dimensional space of the shifted Chebyshev polynomials spanned by {uj}nj=0:

Theorem 3.1. ([28]Theorem1.24) For the orthonormal basis functions {uj}nj=0 and

K(x, y) = 〈Kx,Ky〉H ≡
n∑
j=0

uj(x)uj(y), x, y ∈ [0, L], (3.7)

we have

K(x, y) =
an(un+1(x)un(y)− un(x)un+1(y))

an+1(x− y)
. (3.8)

In this formula, the coefficient of xn in un(x) is presented by an > 0. Moreover, we have

K(x, x) =
an
an+1

(u
′
n+1(x)un(x)− u′

n(x)un+1(x)). (3.9)

An easy and straightforward sampling result involving orthonormal basis in the following:

Theorem 3.2. ([29]Theorem1) Let H be a RKHS of functions defined on a subset Ω
with reproducing kernel K. Assume that there exists a sequence {xn}∞n=1 ∈ Ω such that
{K(., xn)}∞n=1 is an orthogonal basis for H. Then, any g ∈ H can be expanded as

g(x) =
∞∑
i=0

g(xi)
K(x, xi)

K(xi, xi)
, x ∈ Ω, (3.10)

with convergence absolute and uniform on subset of Ω where the function x→ K(x, x) is
bounded.

Here, we seek the truncated shifted Chebyshev polynomials with the (n+ 1) terms as :

Pn(g)(x) := gn(x) =
n∑
i=0

g(xi)
K(x, xi)

K(xi, xi)
, x ∈ [0, L]. (3.11)

Corollary 3.1. Let xn and xm be the zeros of Chebyshev polynomial un+1(x) with xn 6=
xm, then

K(xn, xm) =

n∑
j=0

uj(xn)uj(xm) = 0.

Theorem 3.3. Let H be a RKHS of shifted Chebyshev polynomials on [0, L] with repro-
ducing kernel K. Assume that {xi}ni=0 denotes the n + 1 simple zero points of un+1 on
(0, L). Then, {K(x, xi)}ni=0 is an orthogonal basis for H.
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Proof: Since {u0, u1, . . . , un} is an orthogonal on [0, L] withe inner product 〈u, v〉H =∫ L
0 u(x)v(x)w(x)dx, where w(x) = 1√

x(L−x)
, we have

〈K(x, xt),K(x, xs)〉H = 〈
n∑
i=0

ui(x)ui(xt),

n∑
j=0

uj(x)uj(xs)〉H

=
n∑
i=0

ui(xt)ui(xs)

∫ L

0
u2i (x)

1√
x(L− x)

dx

=

n∑
i=0

ui(xt)ui(xs).

For t = s, we have

〈K(x, xt),K(x, xs)〉H =
n∑
i=0

u2i (xt),

and for t 6= s, by using corollary 3.1, we have

〈K(x, xt),K(x, xs)〉H =
n∑
i=0

ui(xt)ui(xs) = 0.

Let {xi}ni=0 be the n+ 1 simple zero point of un+1 on (0, L), then by equation (3.8) and
(3.9) we have

K(x, xj)

K(xj , xj)
=

un+1(x)

u
′
n+1(xj)(x− xj)

, j = 0, 1, 2, . . . , n.

Set

ϕj(x) =
un+1(x)

u
′
n+1(xj)(x− xj)

, j = 0, 1, 2, . . . , n, (3.12)

then the equation (3.11) changes to

gn(x) =
n∑
j=0

g(xj)ϕj(x), j = 0, 1, 2, . . . , n. (3.13)

Corollary 3.2. The ϕj(x), j = 0, 1, 2, . . . , n are orthogonal w.r.t. w(x) = 1√
x(L−x)

on

[0, L] and satisfy the orthogonality condition

〈ϕi(x), ϕj(x)〉H =

∫ L

0

ϕi(x)ϕj(x)√
x(L− x)

dx = δij =

{
1, j = i,

0, j 6= i, .

4. Representation of approximate solutions

In order to approximate the Eqs. (1.1)-(1.2) through shifted Chebyshev reproducing
function, we first truncate the semi-infinite physical domain [0,+∞) of the problem into
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a finite domain [0, L]. Now according to equation (3.13), any function g(x) on [0, 1] can
be approximated as

g(x) ≈ gn(x) =

n∑
j=0

g(xj)ϕj(x) = GTψn(x), (4.14)

where
G = [g(x0), g(x1), g(x2), . . . , g(xn)]T , (4.15)

and
ψn(x) = [ϕ0(x), ϕ1(x), ϕ2(x), . . . , ϕn(x)]T . (4.16)

Note that, the function ϕj(x) is satisfy in the following relation

ϕj(xi) = δij . (4.17)

So, we have ψn(xj) = ej , j = 0, 1, 2, . . . , n, where ej is the (i+ 1)th column of unit matrix
of order n+ 1.

4.1. The operational matrix of derivative

The differentiation of vectors ψn in equation (4.16) can be written as

d

dx
ψn = ψ

′
n = Dψn, (4.18)

where D is (n + 1) × (n + 1) operational matrix of derivative for shifted Chebyshev
reproducing function. Since

[
d

dx
ϕi](x) =

u
′
n+1(x− xi)− un+1(x)

u
′
n+1(xi)(x− xi)2

, x ∈ (0, L), x 6= xi, 0 ≤ i ≤ n, (4.19)

therefore

dij =


u
′
n+1(xj)

u
′
n+1(xi)(xj−xi)

, i 6= j,

xi
2(1−x2i )

, i = j,
(4.20)

because, in the case i = j, from un+1(xi) = 0, i = 0, 1, 2, . . . , n, we have

lim
x→xi

(
d

dx
ϕi) = lim

x→xi

u
′
n+1(x)(x− xi)− un+1(x)

u
′
n+1(xi)(x− xi)2

=
u

′′
n+1(xi)

2u
′
n+1(xi)

,

and so by Eqs. (2.3), (3.6), and (4.17), we get

lim
x→xi

(
d

dx
ϕi) =

xi
2(1− x2i )

.
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4.2. Description of numerical method

In this subsection, we solve the nonlinear BVP (1.1) with multi-boundary condition
(1.2). For this purpose, we use equation (4.14) to approximate the function f(x), θ(x),
and φ(x), then this functions can be expressed as

f(x) = F Tψn(x), θ(x) = ETψn(x), φ(x) = HTψn(x), (4.21)

where, F , E, and H are (n+ 1)× 1 unknown vectors

F = [f0, f1, f2, . . . , fn]T ,

E = [θ0, θ1, θ2, . . . , θn]T ,

H = [φ0, φ1, φ2, . . . , φn]T .

Equations (4.18) and (4.21) yield

f
′
(x) = F TDψn(x), f

′′
(x) = F TD2ψn(x), f

′′′
(x) = F TD3ψn(x), (4.22)

θ
′
(x) = ETDψn(x), θ

′′
(x) = ETD2ψn(x), (4.23)

φ
′
(x) = HTDψn(x), φ

′′
(x) = HTD2ψn(x). (4.24)

Also, using equation (4.14) the function p(x) can be expanded as:

Q(x) =
n∑
i=0

Q(xi)ψn(x) = ZTψn(x), (4.25)

where
Z = [Q(x0), Q(x1), . . . , Q(xn)]T .

Applying equations (4.21)-(4.25) in equations (1.1) and (1.2), we get

(ZTψn(x))(F TD3ψn(x)) + 2γF TD2ψn(x) + (F Tψn(x))(F TD2ψn(x))

−(F TDψn(x))2 −MF TDψn(x) = 0,

γR(ZTψn(x))(ETD2ψn(x)) + 2γγRE
TDψn(x) + Pr[(F

Tψn(x))(ETDψn(x))

−(F TDψn(x))(ETψn(x))− SF TDψn(x)] + PrNb(Z
Tψn(x))(ETDψn(x))(HTDψn(x))

+PrNt(Z
Tψn(x))(ETDψn(x))2 = 0,

(ZTψn(x))(HTD2ψn(x)) + 2γHTDψn(x) + Le[(F
Tψn(x))(HTDψn(x))

−(F TDψn(x))(HTψn(x))− PeF Tψn(x)] + Nt
Nb

(ZTψn(x))(ETD2ψn(x))

+2γNt
Nb

(ETDψn(x)) = 0,

(4.26)
and

F TDψn(0)−AF TD2ψn(0) = 1, F Tψn(0) = 0,

ETψn(0)−BETDψn(0) = 1− S, HTψn(0)−B1H
TDψn(0) = 1− Pe,

F TDψn(L) = 0, ETψn(L) = 0, HTψn(L) = 0,

(4.27)
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To find the solution in (1.1) we first collocate (4.26) in xj = L
2 (1 − cos (2j+1)π

2n+1 ). So, we
get

(ZTψn(xj))(F
TD3ψn(xj)) + 2γF TD2ψn(xj) + (F Tψn(xj))(F

TD2ψn(xj))

−(F TDψn(xj))
2 −MF TDψn(xj) = 0, j = 2, 3, . . . , n− 1,

γR(ZTψn(xj))(E
TD2ψn(xj)) + 2γγRE

TDψn(xj) + Pr[(F
Tψn(xj))(E

TDψn(xj))

−(F TDψn(xj))(E
Tψn(xj))− SF TDψn(xj)] + PrNb(Z

Tψn(xj))(E
TDψn(xj))(H

TDψn(xj))

+PrNt(Z
Tψn(xj))(E

TDψn(xj))
2 = 0, j = 1, 2, . . . , n− 1,

(ZTψn(xj))(H
TD2ψn(xj)) + 2γHTDψn(xj) + Le[(F

Tψn(xj))(H
TDψn(xj))

−(F TDψn(xj))(H
Tψn(xj))− PeF Tψn(xj)] + Nt

Nb
(ZTψn(xj))(E

TD2ψn(xj))

+2γNt
Nb

(ETDψn(xj)) = 0, j = 1, 2, . . . , n− 1.

(4.28)
Now, by considering equations (4.16) and (4.17), we have

ψn(xj) = ej , j = 1, 2, . . . , n− 1, (4.29)

where ej = [0, 0, . . . , 0, 1, 0, . . . , 0]T is an (n+ 1) vector, which it’s jth entry is equal to 1.
Finally, by substituting (4.29) into (4.28), we obtain that

Q(xj)[F
TD3]j + 2γ[F TD2]j + Fj [F

TD2]j − ([F TD]j)
2 −M [F TD]j = 0, j = 2, 3, . . . , n− 1,

γRQ(xj)[E
TD2]j + 2γγR[ETD]j + Pr(Fj [E

TD]j − Ej [F TD]j − S[F TD]j)

+PrNbQ(xj)([E
TD]j)([H

TD]j) + PrNtQ(xj)([E
TD]j)

2 = 0, j = 1, 2, . . . , n− 1,

Q(xj)[H
TD2]j + 2γ[HTD]j + Le(Fj [H

TD]j − [F TD]j

−Pe[F TD]j)
Nt
Nb
Q(xj)[E

TD2]j + 2γNt
Nb

[ETD]j , j = 1, 2, . . . , n− 1,

(4.30)
where [W ]j is the jth entry of row vector W .

Equation (4.27) together with equation (4.30), gives a system of algebraic equations,
which can be solved to find fj ,θj , and φj , j = 0, 1, . . . , n, with using Newton’s iterative
method. Consequently, the unknown function f(x), θ(x), and φ(x) given in equation
(4.21) can be calculated.

5. Convergence analysis

In this section, we investigate the convergence analysis of the present method to the
approximate solution given by equation (4.14). We assume Πn denotes the set of polyno-
mials of degree at most n.

Theorem 5.1. [39, p.122] Let gn(x) ∈ Πn such that it interpolates g(x) at the n+ 1 dis-
tinct points x0, . . . , xn ∈ [a, b]. Then for x ∈ [a, b] there exists ξx ∈ (min{xi, x},max{xi, x})
such that

g(x)− gn(x) =
1

(n+ 1)!
gn+1(ξx)

n∏
i=0

(x− xi). (5.31)
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Corollary 5.1. Suppose that g(x) ∈ Cn+1[0, L]. Let gn(x) ∈ Πn be the polynomial that
interpolates g(x) at the zero of un+1(x), the n+ 1st Chebyshev polynomial. Then

‖g − gn‖∞ ≤
√

2√
π2n(n+ 1)!

‖gn+1‖∞. (5.32)

Proof: By the recursion formula (2.3) and (3.6) the polynomial uk(x) has the leading

coefficient
√

2
π2k for k ≥ 1. Hence

uk(x) =

√
2

π
2k(x− x0) . . . (x− xk).

If we choose the n+1 interpolation nodes as the zeros of the polynomial un+1(x) on [0, L],
we get

n∏
i=0

(x− xi) =

√
2

π
2−nun+1(x),

and because of ‖uk‖∞ = 1 we obtain

‖
n∏
i=0

(x− xi)‖∞ = 2−n
√

2

π
.

Now, from Theorem 5.1, we obtain (5.32).
By using equation (4.14), we have∫ L

0
g(x)w(x)dx ≈

∫ L

0
gn(x)w(x)dx =

n∑
i=0

g(xi)

∫ L

0
ϕi(x)w(x)dx =

n∑
i=0

Big(xi), (5.33)

where, the coefficients Bi are given by

Bi =

∫ L

0
ϕi(x)w(x)dx, w(x) =

1√
x(L− x)

. (5.34)

Theorem 5.2. [40, Theorem 8.2] If xk (k = 0, 1, . . . , n) are the n+1 zeros of ϕn(x), and
ϕk : k = 0, 1, . . . , n is the system of polynomials, ϕk having the exact degree k, orthogonal
with respect to w(x) on [a, b], the (5.33) with coefficients (5.34) gives an exact result
whenever g(x) is a polynomial of degree 2(n+ 1) or less. Moreover, all the coefficients Bk
are positive in this case.

Lemma 5.1. ‖Pn(g)‖2 ≤ ‖g‖(
∫ L
0 w(x)dx)

1
2 .

Proof: Since Pn(g)2 is a polynomial of degree ≤ 2n < 2(n + 1), so by using Theorem
5.2, we have

‖Pn(g)‖22 =

∫ L

0
(Pn(g))2w(x)dx =

n∑
j=0

Bj(

n∑
i=0

g(xi)ϕi(xj))
2 =

n∑
j=0

Bj(g(xj))
2

≤ ‖g‖2
n∑
j=0

Bj = ‖g‖2
∫ L

0
w(x)dx. (5.35)

Also, we have ‖g‖2 ≤ ‖g‖(
∫ L
0 w(x)dx)

1
2 ; that is, this same estimate holds for ‖g‖2 itself.
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Theorem 5.3. Let {ϕi(x)} be a sequence of orthogonal elements forming a basis for
an inner product space C[0, L]. Then, for any g ∈ C[0, L] the truncated series (4.14)
converges to g(x), that is

lim
n→∞

‖g(x)− gn(x)‖ = 0. (5.36)

Moreover, if g ∈ Cn+1[0, L], then we have the following inequality:

‖g(x)− gn(x)‖2 ≤
√

2

2n(n+ 1)!
‖gn+1‖∞. (5.37)

Proof: The equation (5.36) as well as a more general statement of Weierstrass approxi-
mation theorem, can be found Atikinson and Han[39]. Now, let en(g) = ‖g−g∗n‖∞, where
g∗n is the best approximation from gn to g(x) in the L∞ norm. Hence, by using Lemma5.1
and by using triangle inequality, we have

‖g − gn‖2 = ‖g − Pn(g)‖2 ≤ ‖g − g∗n‖2 + ‖Pn(g − g∗n)‖2

≤ ‖g − g∗n‖∞(

∫ L

0
w(x)dx)

1
2 + ‖g − g∗n‖∞(

∫ L

0
w(x)dx)

1
2 = 2en(g)(

∫ L

0
w(x)dx)

1
2 .

Therefore, it follows form equation (5.32) and
∫ L
0 w(x)dx =

∫ L
0

1√
x(L−x)

dx = π that

‖g − gn‖2 ≤
√
2

2n(n+1)!‖g
n+1‖∞.

Theorem 5.4. Assume that g(x) ∈ L2[0, L] and εn is the error between the approximate
solution gn(x) and exact solution g(x). Let ε2n = ‖g(x)−gn(x)‖2, then, the error sequence
{εn} is monotone decreasing with regards to the norm of L2[0, L] and εn → 0(n→∞).

Proof: The coefficients g(xi) in equation (3.13) can be determined by

〈gn, ϕi〉H = 〈
n∑
j=1

g(xj)ϕj , ϕi〉H =

n∑
j=1

g(xj)〈ϕj , ϕi〉H = g(xi).

Therefore

ε2n = ‖g(x)− gn(xn)‖2 = ‖
∞∑

i=n+1

〈g(x), ϕi(x)〉Hϕi(x)‖2 =
∞∑

i=n+1

〈g(x), ϕi(x)〉2H,

ε2n−1 = ‖g(x)− gn−1(x)‖2 = ‖
∞∑
i=n

〈g(x), ϕi(x)〉Hϕi(x)‖2 =

∞∑
i=n

〈g(x), ϕi(x)〉2H,

which implies that εn−1 ≥ εn and shows that the error εn is monotone decreasing with
regard to ‖.‖2. Therefore εn → 0(n→∞).

6. Numerical experiment

In this section, some illustrative examples demonstrate the applicability, efficiency and
utility of the proposed technique. Results achieved by the present method are compared
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systematically with some of the well-known methods and outperformed in terms of ac-
curacy and generality. The computations associated with the examples were performed
using Maple16 on a personal computer.

Let us consider Eqs. (1.1)-(1.2), using the shifted Chebyshev RKHS method. Taking
n = 18, L = 8, and shifted Chebyshev reproducing kernel functions ϕj(xi), j = 0, 1, . . . , n
on [0, 8], the numerical solutions f(x), θ(x) and φ(x) are obtained by (4.30). Tables 1 and
2 demonstrate the obtained solutions of f ′′(x) and velocity f ′(x) at x = 0 with γ = M = 0,
Pe = B = B1 = 0.1 and Le = 1.9 for various values of A and compares the results with
homotopy analysis method (HAM), the fourth order Runge-Kutta integration method
coupled with the shooting method and closed-form analytical presented in [1, 37, 38],
respectively. Table 3 shows the approximate solutions of f ′′(x) at x = 0 with n = 20,
for different values of A, γ, M and compares the result with the HAM presented in [1].
Table 4 shows the approximate solutions of Nusselt number −(1 + 4R

3 )θ′(x) at x = 0 with
n = 20, for different values of γ, M , R, Pr, S, Nb and Nt with Pe = A = B = B1 = 0.1,
Le = 1.9, L = 10 and compares the result with the HAM presented in [1]. The numeric
solutions of Sherwood number −φ′(x) at x = 0 with n = 25, for different values of P , Le,
A, B, B1, γ and M with R = S = Nb = Nt = 0.1, Pr = 1.4, L = 12 and compares the
result with the HAM is are demonstrated in Table 5. Good agreement between the result
of the shifted Chebyshev RKHS method and other approached are clear.

The effect of magnetic field parameter M on the dimensionless function is exhibited
in Figure 1. The dimensionless function f(x), decreased for higher values of the magnetic
parameter on [0, 8]. The influence of parameter A on f ′(x) is plotted in Figure 2 with
L = 8. This Figure suggests that the f ′(x) show decreasing behavior with an increase in
A. Figures 3, 4, 5, 6 and Figure 7 display the temperature profiles θ(x) for the various
embedded parameters viz curvature parameter γ, thermal stratification parameter S,
Brownian motion parameter Nb, thermophoresis parameter Nt and thermal slip parameter
B on interval [0, 8]. Also, Figures 8, 9, 10, 11, 12 and Figure 13 display the concentration
profiles φ(x) for the same various parameters.

In order to show the confidence of proposed method, we find the residual errors of
the present method by substituting the approximate values of f(x), θ(x) and φ(x) in the
left hand sides of ∆1, ∆2 and ∆3. Fig. 14 demonstrates the residual error w.r.t. the
parameters A = B = B1 = R = S = Pe = Nb = 0.1, γ = 0, M = 0.2, Pr = 1.4
and Le = 1.9. Maximum errors for the system occur in (a) x = 0.17, (b) x = 0.15, (c)
x = 0.14 with values (a) ‖Res(∆1)‖∞ = 1.82 × 10−07, (b) ‖Res(∆2)‖∞ = 1.02 × 10−05

and (c) ‖Res(∆3)‖∞ = 3.13× 10−04, respectively. In the same manner, Fig. 15 is plotted
with parameters γ = B = B1 = R = S = Pe = Nb = 0.1, A = 0, M = 0.2,
Pr = 1.4 and Le = 1.9. In this case, maximum errors for the system occur in (a)
x = 9.84, (b) x = 0.14, (c) x = 9.85 with values (a) ‖Res(∆1)‖∞ = 3.23 × 10−05, (b)
‖Res(∆2)‖∞ = 1.71 × 10−04 and (c) ‖Res(∆3)‖∞ = 5.60 × 10−04, respectively. Finally,
Fig. 16 is plotted with parameters γ = A = B = R = S = Pe = 0.1, Nb = 1, B1 = 2,
M = 0.2, Pr = 1.4 and Le = 1.9. In this case, maximum errors for the system occur in
(a) x = 9.84, (b) x = 9.85, (c) x = 0.14 with values (a) ‖Res(∆1)‖∞ = 2.19× 10−05, (b)
‖Res(∆2)‖∞ = 5.71× 10−04 and (c) ‖Res(∆3)‖∞ = 1.51× 10−04, respectively.
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A Anderson [38] Mahmoud[37] Hayat et al. [1] Present
0.0 1.0 1.0 1.000000 1.00000000
0.1 0.8721 0.87208 0.872082 0.87208397
0.2 0.7764 0.77637 0.776377 0.77637890
0.5 0.5912 0.59119 0.591195 0.59119831
1.0 0.4302 0.43016 0.430159 0.43016405
2.0 0.2840 0.28398 0.283978 0.28398629
5.0 0.1448 0.14484 0.144841 0.14485056
10.0 0.0812 0.08124 0.081242 0.08124398
20.0 0.0438 0.04378 0.043772 0.04379099

Table 1: Values of −f ′′(0) for different values of A with γ = M = 0 and L = 8.

A Anderson [38] Mahmoud[37] Hayat et al. [1] Present
0.0 1.0 1.0 1.00000 1.000000000
0.1 0.9128 0.91279 0.91279 0.91279160
0.2 0.8447 0.84473 0.84473 0.84472422
0.5 0.7044 0.70440 0.70440 0.70440084
1.0 0.5698 0.56984 0.56984 0.56983594
2.0 0.4320 0.43204 0.43204 0.43202741
5.0 0.2758 0.27579 0.27580 0.27578010
10.0 0.1876 0.18758 0.18781 0.18768717
20.0 0.1242 0.12423 0.12456 0.12418011

Table 2: Results of f ′(0) for various values of A with γ = M = 0 and L = 8.

Conclusions

Due to the fact that finding exact solution flow of an electrically conducting nanofluid
over an impermeable stretching cylinder problem is usually difficult and in most cases,
impossible, we proposed a new computational method for solving them numerically. The
shifted Chebyshev reproducing kernel functions as an appropriate class of the basis func-
tions are introduced and used in the implementation of the presented method. In this
approach, a truncated series based on shifted Chebyshev reproducing kernel functions
with the derivative operational matrixes are used to convert problem (1.1)-(1.2) to a sys-
tem of nonlinear algebraic equations. The convergence analysis and error estimation of
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γ M A Hayat et al. [1] Present
0.0 0.2 0.1 0.9511 0.95115702
0.5 0.2 0.1 1.1007 1.10077172
1.0 0.2 0.1 1.2337 1.23393640
0.1 0.0 0.1 0.9021 0.90224448
0.1 0.5 0.1 1.0889 1.08895749
0.1 1.0 0.1 1.2391 1.23917550
0.1 0.2 0.0 1.1352 1.13528757
0.1 0.2 0.5 0.6554 0.65544650
0.1 0.2 1.0 0.4724 0.47226763
0.0 0.4 0.2 – 0.90441894
0.0 0.4 0.5 – 0.67971087
0.2 0.6 0.2 – 1.01153444
0.2 0.6 0.5 – 0.74778935

Table 3: Results of −f ′′(0) for various values of γ, M and A with L = 10.

γ M R Pr S Nb Nt Hayat et al. [1] Present
0.0 0.2 0.1 1.4 0.1 0.1 0.1 0.9808 0.98093232
0.2 0.2 0.1 1.4 0.1 0.1 0.1 1.0343 1.03429656
0.4 0.2 0.1 1.4 0.1 0.1 0.1 1.0855 1.08592622
0.1 0.4 0.1 1.4 0.1 0.1 0.1 0.9823 0.98230681
0.1 0.2 0.4 1.4 0.1 0.1 0.1 1.1603 1.16045507
0.1 0.2 0.1 1.0 0.1 0.1 0.1 0.8422 0.84241803
0.1 0.2 0.1 2.0 0.1 0.1 0.1 1.2034 1.20322728
0.1 0.2 0.1 1.4 0.2 0.1 0.1 0.9732 0.97292999
0.1 0.2 0.1 1.4 0.1 0.2 0.1 0.9808 0.96867358
0.1 0.2 0.1 1.4 0.1 0.1 0.2 0.9839 0.98403543
0.1 0.2 0.1 1.4 0.1 0.1 0.4 0.9392 0.93916895
0.0 0.5 1.0 1.0 0.4 0.4 0.2 – 0.82608037
0.0 0.5 1.5 2.0 0.8 0.8 0.4 – 1.02517127
0.2 0.1 1.0 1.0 0.4 0.4 0.2 – 1.01021181
0.2 0.1 1.5 2.0 0.8 0.8 0.4 – 1.15409914

Table 4: Results of −(1 + 4R
3

)θ′(0) for various values of γ, M , R, Pr, S, Nb and Nt with Pe = A = B =
B1 = 0.1, Le = 1.9 and L = 10.
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γ Pe Le A B B1 M Hayat et al. [1] Present
0.1 0.0 1.9 0.0 0.1 0.1 0.2 0.8176 0.81791992
0.1 0.2 1.9 0.2 0.1 0.1 0.2 0.7347 0.73498151
0.1 0.4 1.5 0.2 0.1 0.1 0.2 0.5954 0.59598138
0.1 0.1 2.5 0.2 0.1 0.1 0.2 1.0010 1.00096211
0.1 0.1 1.9 0.4 0.1 0.1 0.2 0.6943 6945207558
0.1 0.1 1.9 0.1 0.2 0.1 0.2 0.8100 0.81010005
0.1 0.1 1.9 0.1 0.1 0.4 0.2 0.5627 0.56262821
0.0 0.0 1.0 1.0 0.2 0.1 0.4 – 0.23638083
0.0 0.2 1.5 0.5 0.2 0.2 0.4 – 0.41138932
0.2 0.4 2.0 0.5 0.2 0.1 0.4 – 0.60913150
0.2 0.6 2.5 0.2 0.4 0.1 0.6 – 0.76862448
0.2 0.8 2.9 0.2 0.4 0.4 0.6 – 0.54426380

Table 5: Results of −φ′(0) for various values of P , Le, A, B, B1, γ and M with R = S = Nb = Nt = 0.1,
Pr = 1.4 and L = 12.
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Figure 1: Influence of M on f(x) for values of γ = A = B = B1 = R = S = Pe = Nb = Nt = 0.1, Pr = 1.4
and Le = 1.9.
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Figure 2: Influence of A on f
′
(x) for values of γ = B = B1 = R = S = Pe = Nb = Nt = 0.1, M = 0.2,

Pr = 1.4 and Le = 1.9.
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Figure 3: Influence of γ on θ(x) for values of A = B1 = R = S = Pe = Nb = Nt = 0.1, B = 1.5, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 4: Influence of S on θ(x) for values of γ = A = B = B1 = R = Pe = Nb = Nt = 0.1, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 5: Influence of Nb on θ(x) for values of γ = A = B = B1 = R = S = Pe = Nt = 0.1, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 6: Influence of Nt on θ(x) for values of γ = A = B = B1 = R = S = Pe = Nb = 0.1, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 7: Influence of B on θ(x) for values of A = B = B1 = R = S = Pe = Nb = Nt = 0.1, M = 0.2,
M = 0.2, Pr = 1.4 and Le = 1.9.
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Figure 8: Influence of γ on φ(x) for values of A = B = R = S = Pe = Nb = Nt = 0.1, B1 = 1.5, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 9: Influence of Le on φ(x) for values of γ = A = B = B1 = R = S = Pe = Nb = Nt = 0.1, M = 0.2
and Pr = 1.4.
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Figure 10: Influence of Pe on φ(x) for values of γ = A = B = B1 = R = S = Nb = Nt = 0.1, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 11: Influence of Nb on φ(x) for values of γ = A = B = B1 = R = S = Pe = Nt = 0.1, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 12: Influence of B1 on φ(x) for values of γ = A = B = R = S = Pe = Nb = Nt = 0.1, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 13: Influence of Nt on φ(x) for values of γ = A = B = B1 = R = S = Pe = Nb = 0.1, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 14: Residual errors with respect to A = B = B1 = R = S = Pe = Nb = 0.1, γ = 0, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 15: Residual errors with respect to γ = B = B1 = R = S = Pe = Nb = 0.1, A = 0, M = 0.2,
Pr = 1.4 and Le = 1.9.
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Figure 16: Residual errors with respect to γ = A = B = R = S = Pe = 0.1, Nb = 1, B1 = 2, M = 0.2,
Pr = 1.4 and Le = 1.9.
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the approximate solution using the proposed method are investigated. The validity and
applicability of the method is demonstrated by solving several numerical examples. The
proposed method is a well-performance technique for calculating the best approximate
solution of nonlinear multi-point boundary value problems.
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