Fatigue crack growth in metallic components: numerical modeling and analytical solution
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ABSTRACT
The paper presents innovative approaches for the simulation of fatigue crack growth (FCG) in metallic compact tension (CT) specimens using finite element (FE) analysis and analytical solution. FE analysis is performed in ABAQUS using the extended finite element method (XFEM) coupled with the direct cyclic low-cycle fatigue (LCF) approach. Novel methods are developed for the computation of the numerical crack growth by processing the analysis outputs. The numerical modeling is validated by considering past experimental data. The analytical solution for the fatigue life evaluation is formally reviewed, and novel fatigue damage descriptors are defined. The influence of the main sample/testing features on numerical and analytical fatigue life is extensively assessed by a parametric study. The discrepancy between the numerical and analytical estimations of the fatigue life of the components is investigated and correlated to the features of the testing/modeling. A statistical-based correction factor is finally proposed in order to enhance the analytical solution.
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1. INTRODUCTION
Civil structures and infrastructures subjected to fatigue and ageing are typically extremely vulnerable to several sources of damage, and this can lead to performance deficiencies and catastrophic failures.1 The combination of fatigue and fracture typically represents the most critical cause of damage and failure of metallic structures2,3, especially for structures exposed to ageing and corrosive environments such as bridges and pipelines.4,5 Indeed, metallic bridges are among the most collapsed bridges in the last few decades.6,7 Efficient structural design and assessment reduce the risk associated with failure due to fatigue crack phenomena. Experimental testing is the best method to assess fatigue crack growth (FCG) in metallic alloys. Several experimental campaigns investigated this issue and supplied a deep understanding of the fatigue and fracture phenomena.8 However, numerical and analytical simulations are often performed for the fatigue and fracture assessment of critical structures since experimental tests are expensive and the experimental results can be generalized only by means of extensive/expensive experimental campaigns to consider all the main influencing factors. Numerical simulations of FCG in metallic components were extensively performed using finite element (FE) analysis. The extended finite element method (XFEM)9–14 is among the most efficient numerical tools for this purpose. Many studies demonstrated that XFEM analysis could reliably evaluate the fatigue performance in several materials and components such as cracked/flawed plate-like structures. A pioneering study was performed by Shi et al15, who carried out numerical analysis of three-dimensional metallic structures by using the XFEM approach and implementing the ABAQUS subroutine UEXTERNALDB.16 They analyzed standard and miss/sink hole CTs, as well as a more complex structure (i.e., helicopter lift frame). They validated the crack propagation and fatigue life predictions through both analytical and experimental results. The numerical study by Hedayati and Vahedi17 demonstrated that XFEM is more efficient than (traditional) FE method in the case of slant-cracked aluminium alloy plates. The proposed method was validated through theoretical solutions in terms of both fatigue life and crack size evolution over the cycles. Melson18 simulated the fatigue behavior of aluminium centre cracked plate (CCP) specimens by FE analysis. Various FCG laws were considered, and several modeling methods were used, including virtual crack closure technique (VCCT) and XFEM. The fatigue life of the components was evaluated by varying the average stress of the cyclic loading. The numerical estimations were compared to past experimental outcomes carried out by Hudson19. Monte Carlo simulations were performed to investigate the variability of the fatigue life. XFEM was found to be the most accurate method for the estimation of fatigue life. 
London et al20 defined the optimum XFEM modeling features of metallic components under fatigue such as element type or mesh size. They analyzed flawed plates and more complex structures such as defected welds in ABAQUS, also using the low-cycle fatigue (LCF) approach.16 This approach was found to be reliable by considering the analytical results as a reference and through experimental validation in few cases. Kumar et al11 confirmed the strength of the XFEM approach with regard to fatigue life estimation of cracked plates with discontinuities. They proposed a material-homogenized XFEM model for edge cracked plates (ECP) with various discontinuities and holes. Some of the models were validated through literature results. Bergara et al21 simulated crack propagation in flawed metallic beams under four-point bending testing by using XFEM. The stress intensity factor (SIF or K) range was evaluated. The numerical results were in good agreement with the experimental data, and this confirmed the reliability of XFEM technology for such applications. 
A novel approach based on XFEM enhancement was developed by Kim et al10. They proposed FE modelling of FCG in 7 % nickel steel compact tension (CT) specimens. The simulation was performed using a damage-coupled model built in ABAQUS along with a jump-in-cycles procedure; the model was implemented by user-defined material behavior subroutine (UMAT).16 The numerical results were in good agreement with the experimental data10,22. Zhan et al23 also performed fatigue analysis in metallic components by using the UMAT subroutine and XFEM. Crack propagation and fatigue life of a fuselage component were numerically estimated by also considering continuum damage mechanics (CDM) for the crack nucleation. The numerical estimations matched the experimental data with good agreement. Pandey et al13 developed a numerical model based on the combination of XFEM and CDM. They simulated FCG in steel and aluminium alloy components under high-cycle fatigue (HCF), including the estimation of the fatigue life of a turbine disk. The numerical modeling was validated considering past experimental data.24,25
The recent development of FE analysis tools allows simulating complex damage mechanisms such as FCG in metallic components.26 Most software/computing improving was due to the significant contribution of the field researchers.15,27,28 Nevertheless, the numerical assessment of such phenomena is still highly challenging.29 In fact, several parameters such as mean stress and temperature affect the fatigue performance30,31, and advanced modeling approaches potentially cause convergence problems as well as high computational efforts.29 In some cases, the modeling is based on user-developed codes on numerical computing tools or subroutines/extension of commercial software products (e.g., UMAT).10,12,23,32–34 Furthermore, the available models in literature were often validated (a) for particular applications10,23 (e.g., a single component under test) and (b) only considering theoretical or analytical solutions.17,20 Therefore, new approaches are needed to (a) simplify the modeling approach (e.g., reduce the complexity of the modeling and decrease the number of variables), (b) use parameters having clear physical meaning, (c) reduce computational costs and convergence problems, and (d) assess the reliability of the numerical results considering a variety of cases (e.g., different materials and components).
The paper assesses different approaches for the analysis of FCG in metallic components. Numerical, analytical, and hybrid approaches are developed, as an extension of a preliminary study by the same authors.35 The reference case study is identified in the experimental tests performed by Kim et al10,22. The numerical models are built in ABAQUS by coupling XFEM and LCF approach.16 Post-processing methods are proposed for the computation of the numerical crack growth. Both numerical and analytical results are compared to experimental data10, and the numerical modeling is validated. An extensive parametric study is performed to estimate the numerical and analytical (crack propagation) fatigue life of the components by varying the main specimen/testing features (378 cases are considered). The analytical solution of the crack growth is reviewed to assess the influence of different sample/testing parameters on the component fatigue life; new damage descriptors are defined accordingly. The correlation between the FE analysis results and the analytical solution is investigated, and statistical-based correction factors are developed to enhance the analytical estimation. The proposed method is finally applied to the experimental case study resulting in an improvement of the fatigue life estimation. The study provides improvements/guidelines for a reliable numerical/analytical implementation of the problem.
2. METHODOLOGY
2.1. FCG and CT specimen
Early studies by Griffith36 found that the product between the applied tensile stress and the square root of half crack length is a constant feature in brittle pre-cracked plates. The (Griffith) strain energy release G was defined accordingly. Irwin37,38 extended Griffith’s theory by including plastic behavior to address fracture in metals. He defined the stress intensity factor (SIF or K) to describe the stress state in the vicinity of the crack tip. A simple theoretical equation correlates K and G.39 Paris and Erdogan40 investigated the FCG behavior in a wide range of pre-cracked samples, stressing the weakness of the existing assessment criteria. They correlated the variation of the crack length (a) over the number of cycles (N), defined FCG rate (da/dN), and the difference between maximum SIF (Kmax) and minimum one (Kmax) over the single cycles, defined SIF range (ΔK = Kmax – Kmin). ΔK can be expressed as a function of the crack length (a) according to theoretical/analytical/empirical formulations. FCG rate versus ΔK demonstrated a stable experimental relationship within the fracture at stage II (Paris law), defined in Equation 1, where cp and mp are the Paris constants. The influence of the stress ratio (R = σmin/σmax = Kmin/Kmax) and other features such as the stress history is not taken into account by the Paris model.
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Given an initial crack length (a0), the crack initiates when ΔK exceeds a threshold value (ΔKth) (fracture stage I). Paris law models most of the crack propagation process (fracture stage II) after ΔKth, and it is typically adopted for numerical fatigue assessment.20,41 When Kmax reaches values close to KC, FCG rate significantly increases, leading to the failure (fracture stage III). FCG in metals is typically investigated on CT specimens.35 The integration of Paris law (Equation 1) results in Equation 2, which produces the analytical estimation of the number of cycles  required to propagate the crack from  to  (assuming that the crack propagates according to the Paris law). Equation 2 gives the analytical solution for the (crack propagation) fatigue life NF if  is assumed to be equal to the critical crack length  (i.e., crack length corresponding to the failure).
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ASTM International42 provides the relationships of ΔK for crack opening mode I (tensile stress normal to crack plane), i.e., . Equation 3 is valid for CT specimens under plane stress conditions, where ΔP is the difference between the maximum and minimum applied load, B is the thickness of the specimen, W is the width of the specimen, and α is the dimensionless crack length, defined as the crack length-to-width ratio (a/W). Equation 2 produces the analytical solution valid for CT specimens under plane stress conditions if Equation 3 is assumed for the specification of ΔK.
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ASTM International42 also provides the relationships for the dimensionless crack length α. In particular, α is defined in Equation 4 as a V-degree polynomial equation, considering the combination factors Ca to Cf. ux is defined in Equation 5 as a function of the vertical displacement of a control point , the Young’s Modulus E, B and ΔP have the same meaning as in Equation 2. Equation 4 is valid for 0.2 ≤ α ≤ 0.975. The experimental FCG curves are often estimated by using the compliance equation (Equation 3). The combination factors Ca to Cf are supplied by the code according to the location of the CT control points.
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2.2 XFEM and LCF Approach
XFEM is an advanced FE modeling technique for the analysis of fracture mechanics.9,12,20,32,43 It was recently developed to overcome the main issues of the traditional analysis of fracture phenomena.27,44 Traditional simulation approaches such as cohesive behavior16 do not allow to implement arbitrary cracks since the cracking surface should be known as a modeling input. Only pre-defined mesh elements/nodes can be involved in the cracking process according to the traditional FE analysis.17 Automatic re-meshing might be a solution, but convergence could be hard to achieve, and this would have large computational costs.17,45,46 XFEM approach is based on the partition of unity; the crack propagation evolves according to the node enrichment of the FEs.18,47 The FE space can be enriched along with the fracture process evolution. The formulation adopted in ABAQUS is shown in Equation 6, where, u is the displacement vector,  represents the (ith) shape function that has to satisfy the partition relationship, uj is the nodal displacement vector (all model nodes),  is the (ith) associated discontinuous jump function, ai is the (ith) vector of the nodal enriched degrees of freedom (nodes whose shape function is cut by crack interior),  represents the associated elastic asymptotic crack-tip functions, and bij is the (ith) vector of the nodal enriched degrees of freedom (nodes whose shape function is cut by crack tip). A more extended formulation can be found in Agathos and Chatzi48 and Melson18.
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XFEM was implemented by the development of level set method (LSM)49, which resulted in the definition of the nodal signed distance functions Ψ and Φ (PSI-LSM and PHI-LSM in ABAQUS, respectively). The functions Ψ and Φ identify the crack surface, as it is schematically shown in Figure 1. Φ defines the geometric distance from the node to the crack surface, and Ψ describes the plane that is orthogonal to the crack surface. Nodes having Φ (Ψ) tending to zero represent the crack surface (the plane orthogonal to the crack surface). XFEM was recently implemented in ABAQUS15, and relevant works demonstrated its accuracy for the simulation of fracture.14,18,46,50–52 XFEM addresses the stress singularities at the crack tip45 as well as it can implement the modeling of material/geometrical nonlinearities. This approach was used in literature for several materials and geometry conditions{Citation}, including multiple cracks and complex geometries53, whereas other techniques produced unfeasible solutions54,55 and high computational costs.18
No direct outputs are provided by ABAQUS for the assessment of the crack length over the cracking process except for the visualization of the crack through the view cuts tool (i.e., setting distance functions tending to zero). Therefore, the crack length curves have to be estimated by a-posteriori calculations or measurements.21 The signed distance function Φ has been processed in this study in order to determine the crack length over the simulation process (numerical Φ-based curves). The value of the nodal parameters Φ and Ψ is indeterminate if the crack did not occur in the vicinity of a node (i.e., light grey nodes in Figure 1). When the crack occurs in the vicinity of a node (i.e., black nodes in Figure 1), Φ and Ψ assume a value that describes the geometric distance from the crack to the specific node (i.e., labels related to the black nodes containing the values of Φ and Ψ in Figure 1). When Φ and Ψ assume a value (tending to zero), the node is activated by the crack. Therefore, the evolution of the number of activated nodes is correlated to the extension of the crack. The number of activated nodes is expected to be proportional to the length of the crack for relatively homogeneous mesh; this assumption defines the Φ-based approach. This proportional correlation can be easily understood by looking at Figure 1, where the number of activated nodes (i.e., black nodes) tends to increase proportionally to the number of cracked mesh elements. In particular, the cumulative number of activated nodes having a value of Φ tending to zero (evaluated along with the cycles) supplies the relative shape of the crack length curve. The particular curve (i.e., unique curve among the set of relative shape ones) can be found by applying the specific boundary conditions, i.e., the initial and the critical crack length conditions. The methodology has been assessed before the definite analysis implementation, and it resulted in high accuracy. The results are not shown in the paper for the sake of brevity.
[image: ]
Figure 1. Schematic of the signed distance functions Φ and Ψ

In fracture mechanics, LCF involves (a) achievement of significant plastic strain due to high amplitude or lower frequency cycles and (b) failure at a relatively small number of cycles, e.g., 104 ÷ 105. In ABAQUS, LCF analysis through direct cyclic approach allows modeling the crack propagation according to the linear elastic fracture mechanics (LEFM) theory, and it is meant as a numerical tool for performing fatigue crack propagation analysis.20,21 In particular, LCF analysis step extends the direct cycle analysis by simulating the stabilized cyclic response of the structure. The behavior of the component is evaluated at discrete points of the (cyclic) loading history, and the damage at the proceeding cycles is predicted by using the degraded response. The method significantly reduces the analysis time without affecting the analysis reliability. Such an approach represents the only available tool to perform cyclic analysis in ABAQUS. Therefore, it can be used in the case of HCF, or more in general, for FCG analysis.20
LCF analysis can be performed in ABAQUS by using XFEM technology to model the crack propagation, and, to the best of the authors’ knowledge, only few applications used this approach.20 This might be related to the fact that the use of both LCF and XFEM is not implemented in the user-friendly interface (ABAQUS/CAE) but only through the key command modeling. In ABAQUS, XFEM only addresses the propagation of an existing crack for the time being. Therefore, a pre-existing crack/flaw (or an analysis step in which this is generated) is necessary to follow this approach. A special XFEM crack has to be assigned to the pre-cracked part/element, as well as a surface behavior allowing the crack growth according to the desired propagation model. Paris law can be implemented for the fatigue fracture process definition; this is essentially governed by Equation 7. In particular, the constants c3 and c4 are univocally correlated to the Paris constants cp and mp, i.e., according to Equation 8 and Equation 9, which can be derived considering the K to G theoretical correlation.39 Some insights on c3 and c4 were provided by Nguyen et al56.
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The Paris law response can be assigned by using the fatigue fracture criterion for the surface behavior, i.e., assuming the mixed-mode power law (Equation 10). The critical values of the strain energy release rate of the three modes (GIC, GIIC and GIIIC) are considered as material-based parameters, as well as the related power exponents (am, an, and ao), which could be experimentally estimated. The Gequiv-to-GequivC ratio governs the fracture process; Gequiv depends on the strain energy release of each mode (GI, GII and GIII) which are evaluated by the software along with the analysis. The fatigue response evolves on the Paris law path until Gequiv is has a value ranging in Gthresh (i.e., equivalent to ΔKth) to Gpl (i.e., Paris law limit G). The fracture process proceeds at an accelerated rate when Gequiv reaches Gpl, and the failure occurs when Gequiv equals or exceeds GequivC. The GI-to-GCI ratio governs the fracture process for mode I fracture (case study). It is worth noting that ABAQUS refers to GequivC using GC for the specification of the codes. Therefore, this latter symbology is considered in the following.
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3. CASE STUDY: NUMERICAL AND ANALYTICAL PROCEDURES
The reference case study was the fatigue tests performed by Kim et al10,22 on CT specimens made of 7 % nickel steel at both room and cryogenic temperature. Figure 2 shows the geometry and boundary/loading conditions of the CT specimen. The cyclic load frequency was equal to 10 Hz, the maximum cyclic load P was equal to 18 kN, and the R ratio was equal to zero. The plate thickness B was equal to 12 mm. The initial crack length measured from the control point A (i.e., a0) was equal to 12.0 mm; the initial crack length measured from the notch tip (i.e., c0) was equal to 2.0 mm. 
[image: ]
Figure 2. Geometry of the sample (dimensions in mm), restraints, and applied load

A two-dimensional FE model was defined in ABAQUS according to XFEM and LCF approach (direct-cyclic analysis). Plane stress/strain conditions were taken into account; four main models were analyzed: (1) room temperature with plane strain (R-ε model), (2) room temperature with plane stress (R-σ model), (3) cryogenic temperature with plane strain (C-ε model), and (4) cryogenic temperature with plane stress (C-σ model). According to the testing conditions (Figure 2), node A (B) was constrained to the upper (lower) half surface of the plate by a continuum distributed coupling (arched fan in Figure 2). Node B was pinned, whereas a vertical roller restraint was assigned to node A, which was meant as the control point. The cyclic load P was vertically applied at the node A. Linear elastic response was assigned to the material (LEFM approach)20; the fracture propagation followed the Paris law. The mixed-mode power law was used as a default ABAQUS model (Equation 10), even though the fracture propagated according to mode I (mixed-mode power law simplifies in mode I fracture). Furthermore, the use of the mixed-mode allows generalizing the modeling application. 
The use of a linear elastic material response was justified by the commonly applied LEFM approach. Furthermore, the fracture propagation in such components is typically brittle, and the plastic zone is relatively limited, especially for plane strain conditions. This assumption was also confirmed by the results of the experimental data.10 The main modeling parameters are reported in Table 1. The values of Gthresh/GC and Gpl/GC were defined in order to have an extended fracture process following Paris law. The value of KC was set equal to 135 MPa m0.5 for all models, according to the reference studies.10,22
The numerical analysis consisted of two steps: general static and direct cyclic (by using LCF). The static step was aimed at improving the convergence of the direct cyclic analysis. This was motivated by the results of preliminary analyses conducted by the authors, as well as it was also suggested by previous studies.18 The static step only included a single (static) cycle with a very small applied maximum cyclic load (equal to 1 kN). This procedure did not affect the results since (a) the static cycle maximum load was much smaller than the maximum fatigue load (18 kN) and (b) the order of magnitude of the fatigue cycles was significantly larger than one (single cycle). The maximum cyclic load was equal to 18 kN, and the load frequency of the cyclic analysis was equal to 10 Hz, assuming a linear shape for the cycles.
[bookmark: _Toc532840773][bookmark: _Toc1982936][bookmark: _Toc30780619]Table 1. Modeling parameters (elastic and fracture response) of 7% nickel steel at room and cryogenic temperatures considering both plane strain and plane strain
	model
	stage I
	stage II
	stage III

	
	
	cp
	mp
	c3
	c4
	
	KC
	GIC

	[-]
	[-]
	
	[-]
	
	[-]
	[-]
	[MPa m0.5]
	

	R-ε
	1E−6
	2.17E−11
	2.57
	3.24E−12
	1.285
	0.99
	135
	80.0

	R-σ
	
	
	
	2.80E−12
	
	
	
	90.0

	C-ε
	
	1.61E−12
	2.71
	2.17E−13
	1.355
	
	
	80.0

	C-σ
	
	
	
	1.86E−13
	
	
	
	90.0



The model was partitioned to control the mesh size along with the distance from the FPZ (Figure 3). A quadrilateral free mesh was assigned using 4 - node bilinear reduced integration with hourglass control elements: CPS4R and CPE4R elements were adopted for plane stress and plane strain conditions, respectively. The optimum mesh element size for the FPZ was found by a convergence analysis, regarding both plane stress and plane strain conditions. Mesh size related to the optimum was equal to 0.15 mm in the FPZ; it increased up to 1.5 mm ÷ 2 mm in the parts of the element far from the crack (Figure 3). The convergence analysis showed that the total number of elements along the critical crack was equal to about 130. This outcome also matched the results of past research studies in terms of the optimal number of elements along the fracture path20, as well as the element size47. The number of variables included in the definite model was about 36.000, with an average duration of a single analysis (on an ordinary desktop computer) equal to about 2 hours (even though with relatively large dispersion).
The numerical analyses were performed until the conventional critical condition was reached. In fact, the software performs the analysis until the complete fracture is not reached (or up to numerical instability) The conventional failure was occurring when the FCG rate reached (for the first time) values significantly larger than the previous ones (e.g., a larger order of magnitude). Typically, the critical value of the FCG rate was equal to about the mesh size over a single cycle (e.g., 0.15 mm/cycle); this means that analysis proceeds cycle by cycle without jumping them. It was verified that the conventional failure was sufficient condition for indeterminate one-by-one cycle jumping.
[image: ]
Figure 3. Sub-partitions and mesh elements (dimensions in mm)

The numerical analysis results were processed according to the Φ-based approach in order to evaluate the crack length curves (Φ-based curves). The ASTM compliance relationships (Equation 3 and Equation 4) were used to estimate additional numerical curves by considering the vertical displacement νx of the control point (ASTM-based curves). The numerical FCG rate curves versus the stress intensity factor range ∆K were evaluated by applying the ASTM formulation for ∆K (Equation 3). The analytical crack length curves were estimated using Equation 2 (assuming Equation 3 for the specification of ΔK).
4. RESULTS AND DISCUSSION
4.1. Crack Length Curves
Figure 4.a and Figure 4.b show the crack length curves for all adopted approaches, including the experimental results, for room and cryogenic temperature, respectively. Figure 4.c and Figure 4.d show the related normalized error Err, i.e., the difference between the simulated (numerical or analytical) crack length and the experimental one, normalized considering the sample width W (Err = (aNum/An – aExp)/W). 
[bookmark: _Toc504748273][bookmark: _Ref498364956][bookmark: _Toc503890209][bookmark: _Toc504748274][bookmark: _Toc508728203][bookmark: _Toc532485991][bookmark: _Toc532805490][bookmark: _Toc504747792]The results show a good agreement between the FE results and the experimental curves with errors lower than 10 %. For both room and cryogenic temperature, the ASTM-based curves show negligible differences between plane stress and plane strain conditions (e.g., in particular before the pre-failure part of the curves). The Φ-based curves (solid lines) are more influenced by the stress/strain conditions since they show more discrepancy between the two conditions; however, the differences are negligible (smaller than 5 %). The larger discrepancy between the plane stress/strain conditions exhibited by the Φ-based curves would suggest that the plane stress/strain conditions affect more the crack length evolution than the displacements of the control point νx.
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Figure 4. Crack length a and normalized error Err versus number of cycles N at (a) room and (b) cryogenic temperature. The experimental data are related to the study by Kim et al10

The crack difference between the ASTM-based and Φ-based curves is always smaller than 5%. However, the plane stress Φ-based curve results in the most accurate numerical estimation. It is worth recalling that the evaluation of the experimental curves was based on the ASTM correlation.42 The good agreement between the numerical and the experimental data also confirms that the FCG behavior in such pre-cracked components is essentially brittle and that the assumption of linear elastic response for the material is justified. 
The analytical curves match with a good agreement the experimental results over the first part of the curve, i.e., up to a number of cycles equal to about 60 ÷ 70 % of the experimental fatigue life. After this limit, the FCG rate rapidly increases, and an early failure occurs. The analytical accelerated crack propagation results in a large discrepancy with the experimental data (Err = 15 ÷ 20 %). This could be explained by comparing the experimental FCG rate behavior to the Paris law. The plane stress Φ-based case is considered as the reference numerical model in the following. The reduced integration plane stress and strain curves (i.e., CPS4R/CPE4R) gave similar qualitative results in London et al20, and both cases underestimated the analytical solution, as found in the present study. 
4.2. FCG Rate Curves and Failure conditions
The numerical FCG rate is plotted versus ΔK in Figure 5 for the plane stress Φ-based model. Stage II is characterized by the fluctuations about Paris law (dashed line); the sub-vertical lines at the right end of each curve correspond to stage III and failure. In particular, the assumed values for Gthresh/GC and Gpl/GC (Table 1) determines an extended stage II, with a sudden failure just at the end of the stable crack propagation stage. The experimental FCG rate versus ΔK is quite scattered even though a linear fitting (in log-log scale, i.e., Paris law) can be clearly observed.10 This significant scattering does not affect the related crack length over the cycles diagram, which is found to be quite smooth; this aspect was discussed by Kim et al10.
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Figure 5. FCG rate versus stress intensity facto range ΔK for numerical results (plane stress Φ-based) and Paris law for both room and cryogenic temperature conditions

The fracture toughness KC (i.e., ΔKI at the conventional fracture) of the numerical models is compared to the experimental values (Table 2). The numerical fracture toughness is (on average) about 15 ÷ 20 % smaller than the experimental value. Since Equation 3 was used to compute ΔK, this outcome could be justified by the underestimated critical dimensionless crack length in ABAQUS that performs the analysis up to complete failure (i.e., α = 1). The numerical, analytical, and experimental fatigue life (i.e., NF) values are compared for both room and cryogenic temperature results in Table 3. The analytical NF underestimates the experimental NF (10 and 19 % for room and cryogenic temperature, respectively). The numerical results are more accurate than the analytical solution, as well as they are on the safe side. Plane stress (plane strain) fatigue life was equal to 2 % (3 %) lower than the experimental one at room temperature, and 12 % (13 %) at cryogenic temperature. The accelerated FCG rate exhibited by the analytical model (if compared to the experimental results) might be explained by comparing the (extremely) scattered FCG behavior related to the experimental results to the Paris law model. In fact, the numerical model also presents a sensitive scattering about the Paris law (Figure 5), and this could be the reason for improved estimation of the crack length curves and the fatigue life.
[bookmark: _Toc532840774][bookmark: _Toc1982937][bookmark: _Toc30780620][bookmark: _Hlk33092032]Table 2. Numerical and experimental fracture toughness KC
	KC
[MPa m0.5] ([experimental KC])
	Φ-based
	ASTM-based

	numerical
	plane stress
	113 (0.84)
	116 (0.86)

	
	plane strain
	107 (0.79)
	116 (0.86)

	experimental
	135 (1.00)

	
	



[bookmark: _Toc1982938][bookmark: _Toc30780621][bookmark: _Hlk33092051]Table 3. Numerical, analytical, and experimental fatigue life NF
	NF
[cycles] ([experimental NF])
	room temp
	cryog temp

	
	
	

	numerical
	plane stress
	3.93 × 104 (0.98)
	3.08 × 105 (0.88)

	
	plane strain
	38.8× 104 (0.97)
	3.05 × 105 (0.87)

	analytical
	35.9× 104 (0.90)
	2.83 × 105 (0.81)

	experimental
	40.0× 104 (1.00)
	3.49 × 105 (1.00)

	
	
	



[bookmark: _Toc505178679]5. PARAMETRIC STUDY
5.1. Methodology
An extended parametric study was performed to investigate the influence of the main sample/testing parameters on CT fatigue life. Both numerical and analytical methods were considered. Four features were analyzed: (1) material properties (cp, mp, KC), (2) initial dimensionless crack length (), (3) sample thickness (B), and (4) maximum cyclic load (P). Four materials were investigated: (a) 7 % nickel steel at room temperature, (b) 7 % nickel steel at cryogenic temperature, (c) 7075-T6 aluminum alloy, and (d) S355 steel. The fatigue parameters for the investigated materials were derived from the literature.31,57,58 Table 4 shows the fatigue properties and the model parameters for the considered materials. Three values of initial dimensionless crack length ratios () were considered: (a)  = 0.25, (b)  = 0.30, and (c)  = 0.35. The influence of the material (initial crack length) was assessed considering  = 0.25 (7 % nickel steel room temperature). The values of B and P for the different material cases are reported in Table 5, where the bold values are related to the case study. Overall, a total number of 378 cases was considered according to Table 6.
[bookmark: _Toc532840776][bookmark: _Toc30780622]Table 4. Fatigue properties of the investigated materials and model parameters
	material
	fatigue properties (mechanical)
	Modeling parameters (ABAQUS)

	
	cp
	mp
	KC
	c3
	c4
	GC

	
	
	[-]
	
	
	[-]
	

	nickel steel
	room temp
	2.17 × 10-11
	2.57
	135
	2.80 × 10-12
	1.285
	90.0

	
	cryog temp
	1.61 × 10-12
	2.71
	
	1.86 × 10-13
	1.355
	

	7075 aluminum
	3.33 × 10-11
	3.70
	25
	2.55 × 10-13
	1.850
	9.0

	S355 steel
	5.71 × 10-13
	3.56
	45
	3.54 × 10-14
	1.781
	9.6

	
	
	
	
	
	
	


[bookmark: _Toc1982939][bookmark: _Toc30780623]


[bookmark: _Hlk33092076]Table 5. Values of parametric sample thickness B and maximum cyclic load P (bold values related to case study10)
	B
	P

	nickel steel & 
S355 steel
	7075 aluminum
	nickel steel
	7075 aluminum
	S355 steel

	[mm]
	[mm]
	[kN]
	[kN]
	[kN]

	4.8
	2.4
	3.6
	0.5
	1.6

	7.2
	3.6
	7.2
	1.0
	3.2

	9.6
	4.8
	10.8
	1.5
	4.8

	12.0
	6.0
	14.4
	2.0
	6.4

	14.4
	7.2
	18.0
	2.5
	8.0

	16.8
	8.4
	21.6
	3.0
	9.6

	19.2
	9.6
	25.2
	3.5
	11.2

	
	
	28.8
	4.0
	12.8

	
	
	32.4
	4.5
	14.4

	
	
	
	
	


[bookmark: _Toc30780624]Table 6. Structure of the parametric analysis
	
	material

	
	nickel steel
	7075 aluminum
	S355 steel

	
	room temp
	cryo temp
	
	

	
[-]
	0.25
	NF (B,P)
7 × 9 analyses
	NF (B,P)
7 × 9 analyses
	NF (B,P)
7 × 9 analyses
	NF (B,P)
7 × 9 analyses

	
	0.30
	NF (B,P)
7 × 9 analyses
	
	
	

	
	0.35
	NF (B,P)
7 × 9 analyses
	
	
	



5.2. Analytical Solution
The analytical solution (i.e., Equation 2 assuming  equal to  fatigue life) can be redefined as an explicit function of the parametric features. Accordingly, Equation 11 can be derived, and auxiliary functions can be defined (parametric variables in bold): F (Equation 12),  (Equation 13),  (Equation 14), and  (Equation 15).  represents a measure of applied (fatigue) stress having the dimensions of fracture toughness. The formulation of  as a function of the considered features can be found by means of empirical best-fitting assuming ΔK equal to KC in Equation 3. In particular, Equation 13 shows the simplest form resulting in a coefficient of determination r2 larger than 0.990, where the best-fit constants k12 and k22 are reported for the investigated materials. 
	
	(11)

	
	;
	
	(12)

	
	
	(13)

	
	(14)

	
	(15)


The theoretical validity of Equation 2 represents a limitation for the use of Equation 11; this results in the upper bound limit value for , i.e.,  defined in Equation 16. This was found by assuming ΔK equal to KC (i.e., fracture occurring condition) together with  equal to  (i.e., fracture occurring at the initial crack length) in Equation 2. In particular,  is defined by calculating  (Equation 14) considering α equal to .
	
	(16)


The dimensionless parameter  (Equation 17) was defined in order to remove the material dependence from the definition of  (Equation 15).  represents a measure of normalized applied (fatigue) stress: this takes into account the loading peak force (P), the geometry of the sample (W and B), and the material fracture toughness (KC).  can also be meant as a -to-KC ratio, i.e., it describes the aliquot of fracture toughness that is eroded by the applied (fatigue) stress.
	
	(17)


If ΔK is assumed to be equal to KC (failure conditions) in Equation 7 and both members of the equation are divided by KC,  is only depending on . As an example, Equation 18 shows an efficient empirical best-fit correlation, i.e., IV-degree polynomial equation in , having r2 larger than 0.9990. There is a (very) negligible difference if Equation 18 is used instead of Equation 13 for the considered materials (i.e., 7 % nickel steel, 7075-T6 aluminum, and S355 steel).
	;
	
	(18)


5.3. Results and Discussion
The numerical analyses were performed for all the case studies. The numerical fatigue life NF,Num was evaluated through the most accurate model defined in the first part of this study, i.e., plane stress Φ-based case. A loop code was implemented to perform the parametric analyses in order to reduce both computational time and analyst effort; this was feasible for the simplicity and flexibility of the modeling/analysis codes. Equation 2 (assuming Equation 3 for ΔK) was used for the computation of the analytical fatigue (NF,An).
Figure 6 shows the analytical-to-numerical fatigue life ratios (NF,An/NF,Num) along with the numerical fatigue life (NF,Num). Table 7 shows the labels of all investigated cases. The ratios are mostly constant at medium-to-high number of cycles (e.g., NF,Num > 2 ⋅ 104 cycle). When the number of cycles is smaller (e.g., NF,Num < 104 cycles), the ratios have a larger dispersion. However, this dispersion is large only if  = 0.25 (i.e., black markers); in the other cases ( = 0.30 and  = 0.35) the ratios are close to unity. 
[image: ]
Figure 6. Numerical-to-analytical fatigue life ratios NF,An/NF,Num versus numerical fatigue life NF,Num (legend key labels reported in Table 7)
Table 7. Assumed key labels for investigated cases
	ID
	material - initial crack length (number of cases)

	NR-α1
	nickel steel room temp -  = 0.25 (7 ⋅ 9 cases)

	NC-α1
	nickel steel cryog temp -  = 0.25 (7 ⋅ 9 cases)

	A-α1
	7075 aluminum alloy -  = 0.25 (7 ⋅ 9 cases)

	S-α1
	S355 steel -  = 0.25 (7 ⋅ 9 cases)

	NR-α2
	nickel steel room temp -  = 0.30 (7 ⋅ 9 cases)

	NR-α3
	nickel steel room temp -  = 0.35 (7 ⋅ 9 cases)

	
	



NF,An and NF,Num are plotted versus  (Equation 15) and  (Equation 17) in Figure 7. The graph presents the limit values of  and  for the analytical solution (i.e.,  and ). Numerical and analytical NF essentially follow a linear relationship (in log-log scale) with  up to a knee that occurs just prior to the upper limit of the corresponding analytical solution (i.e., , Equation 16). The slopes of the analytical results (up to the knee) are equal to the values of the Paris constant mp. The possible linear trend of the analytical solution can be justified by means of Equation 11: F (Equation 12) is not significantly influenced by  (i.e., not depending on P, B). On the contrary, F is influenced by larger values of , i.e., close to the knee of the curves. The  increase causes  decrease (Equation 13) with an earlier failure in terms of critical dimensionless crack length; consequently, the term fα-m is integrated within a smaller range (from  to ), determining a lower value of NF. The relationship of fα governs that effect. 


Numerical and analytical NF values do not significantly differ in the linear range (i.e., between 5 and 20 %) for all cases; however, the differences increase after the linearity limit. The upper limit of the analytical solution is also consistent with the numerical results; in most cases, the numerical limit of  (i.e., fracture at a very low number of cycles ~ 1) is very similar to the analytical one. If numerical and analytical NF are plotted against the dimensionless parameter , the linear limit has a very similar value of  ( in Figure 7.b). 
In order to quantify the discrepancy between the two methods, the normalized difference between NF,Num and NF,An, defined as  in Equation 19, is plotted versus  in Figure 8;  values are also plotted.
	
	(19)


Three ranges of  are identified in Figure 8: range I:  < 0.051, range II: 0.051 <  < 0.118, and range III:  > 0.118.  is essentially constant in range I for all cases, not significantly depending on the different cases, especially for cases having  = 0.25. The limits for the ranges are defined by minimizing the overall discrepancy between the median values of the range intervals and the related empirical data considering all cases together. The results related to range II is defined by (1) a reduced decrease of , having a minimum corresponding to  ~ 0.1 and (2) an increasing trend up to  ~ 0.118. The data related to a0 > 12.0 mm result in range II more irregular and scattered than the other ones. Median value (xm), 13th and 87th percentiles (prct13 and prct87, respectively), and standard deviation (std) of  are evaluated considering both ranges I and I+II and reported in Table 8. The size of the considered datasets is also shown. Range I+II has a dispersion larger and a median value smaller than range I; however, the overall dispersion of data is not significantly large.
	(a)
	[image: ]
	[image: ]

	(b)
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Figure 7. Numerical fatigue life NF,Num and analytical fatigue life NF,An versus (a) SN (Equation 15) and (b)  (Equation 17). (legend key labels reported in Table 7)

The trend of the discrepancy  has been investigated as a function of the parametric variables. An exponential best-fit correlation is found between the  statistical thresholds and the product KC·. As an example, the results for the 13th percentile (prct13) of  and both range I and range I+II data are shown in Figure 9. The coefficient of determinations r2 are also shown; r2 related to range I is slightly larger than range I+II one. Median and 87th percentile best-fit correlations can be easily found by considering (a) Table 8 for the abscissa () and (b) Table 4 for the ordinate (KC·).
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Figure 8.  (Equation 19) versus  (Equation 17) (legend key labels reported in Table 7)

[bookmark: _Toc532840779][bookmark: _Toc1982941][bookmark: _Toc30780626][bookmark: _Hlk33092105]Table 8. Median value xm, 13th and 87th percentiles prct13 and prct87, and standard deviation std related to  with reference to range I and range I+II
	[%]
	range of 
	NR-α1
	NC-α1
	A-α1
	S-α1
	NR-α2
	NR-α3

	prct13
	range I
( < 0.051)
	8.67
	8.16
	4.00
	5.64
	15.87
	16.05

	xm
	
	9.49
	8.90
	4.42
	6.31
	16.32
	17.00

	prct87
	
	10.13
	9.46
	4.90
	6.74
	16.68
	17.99

	std
	
	0.556
	0.487
	0.378
	0.571
	0.368
	0.878

	prct13
	range I+II
( < 0.118)
	5.94
	5.68
	2.11
	4.23
	11.97
	13.51

	xm
	
	8.22
	7.81
	3.68
	5.64
	14.41
	15.69

	prct87
	
	10.10
	9.44
	4.89
	6.71
	16.63
	17.96

	std
	
	2.370
	2.144
	1.289
	1.339
	4.015
	2.940

	size of dataset
[data points]
	range I
( < 0.051)
	35
	35
	21
	24
	35
	35

	
	range I+II
( < 0.118)
	56
	56
	47
	50
	56
	56
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Figure 9. 13th percentiles (prct13) of  versus Kc·α0 for both range I and range I+II and related best-fit curves (related dataset size reported in Table 8)

5.4. Correction Factor for Analytical Solution
The results of the parametric analysis (i.e., the correlation between  and the parametric variables KC·) can be used to find a correction scalar (λ in Equation 20) enhancing the analytical fatigue life () in order to match the numerical estimations (). Indeed, the FE results were found to be more reliable than the analytical ones with regard to the case study; this was also strengthened by the robustness of the XFEM approach evidenced by the parametric analyses (e.g., a wide distribution of cases). Equation 21 supplies the modified fatigue life ().
	
	(20)

	
	(21)


The 13th percentile relationship of  shown in Figure 9 represents a safe side choice for the application of Equation 21; this is because  is lower than  within the considered ranges of  (Figure 8). The validity of the proposed correction is limited to investigated ranges of the parametric variables. The limitations are given in Equation 22 in terms of KC and . The standard deviations of the parametric results supplied in Table 8 and the coefficients of determination of the trend lines (e.g., Figure 9) can be used for the estimation of the interval of confidence related to other statistical thresholds.
	
	
	(22)


The correction factor is applied to the case study in order to quantify the improvement of the analytical solution in terms of experimental data matching. The applicability conditions on KC and  (Equation 22) are met since the tests were included within the parametric analyses. The first step is the calculation of (a) (Equation 17), and (b) KC· for both room and cryogenic temperatures. Determining the value of  allows the identification of the range of the experimental tests by comparison with the established limit values (Figure 8). The statistical range equation for the calculation of  (KC·) is chosen according to the defined level of safety; the optimum case is the 13th percentile equation (Figure 9).  can be evaluated using Equation 20. After the evaluation of  using Equation 11, Equation 21 can be applied in order to find the modified fatigue life . Table 9 summarizes the results of the application of the method. Both range I and range I+II are considered since  is equal to the limit between them. The method supplies very good estimations, as it can be seen looking at the -to- ratios, and comparing them with the -to- ratios that are shown in Table 9. The modified fatigue life is significantly more accurate than the analytical one, especially for room temperature and range I. Therefore, the proposed approach is promising for the application to similar conditions, and for an extension to other case studies.
Table 9. Results of the application of the correction factor method to the case study10
	cases
	
	KC·
	range
	prct
	
	
	
	
	
	

	
	[-]
	[MPa m0.5]
	[-]
	[-]
	[-]
	[-]
	[cycles]
	[cycles]
	[-]
	[-]

	room
temp
	0.051
	33.7
	range I
	13th
	0.101
	1.11
	35.9 × 104
	39.9 × 104
	0.896
	0.997

	
	
	
	range (I+II)
	
	0.732
	1.08
	
	38.7 × 104
	
	0.967

	cryog
temp
	0.051
	33.7
	range I
	
	0.101
	1.11
	2.83 × 105
	3.14 × 105
	0.809
	0.900

	
	
	
	range (I+II)
	
	0.732
	1.08
	
	3.05 × 104
	
	0.873



[bookmark: _Toc511039868][bookmark: _Toc532840630]6. CONCLUSIONS
The paper presented an extensive simulation study on FCG in metallic CT specimens. FE analysis was performed in ABAQUS by combining XFEM technology and LCF analysis according to direct cyclic approach. The numerical crack propagation curves were computed according to two approaches developed in the study (i.e., Φ-based and ASTM-based approaches). The numerical FCG rate curves were evaluated using the ASTM formulation for the SIF range. The analytical formulation was solved by assuming the same relationship for the SIF range in order to estimate crack propagation curves (and fatigue life). The resulting solution was formally reviewed, and a closed form was supplied to identify the direct influence of the main sample/testing features on fatigue life. Both numerical and analytical results were compared to past experimental data. Numerical results matched the experimental ones with a good agreement, significantly better than the analytical solution. 
An extensive parametric analysis was performed to assess the correlations between the numerical and analytical estimations of the fatigue life of the samples. Four parametric features were considered covering 378 cases: (a) material properties, (b) initial crack length, (c) sample thickness, and (d) cyclic peak load. A dimensionless parameter was proposed to assess the discrepancy between the two adopted methods. The difference between the two method estimations is overall not significant. Moreover, those results confirmed the accuracy and reliability of the FE modeling, also with regard to a wide range of cases. However, this discrepancy was found to be correlated to both the dimensionless initial crack length and the fracture toughness. A correction factor for the analytical fatigue life is finally proposed in order to match the numerical results, which are proven to be more reliable. This was applied considering the experimental case study, resulting in very good estimations. Even though the parametric study and the evaluated correction factor were related to the plane stress model, the approach is quite general, and similar results were found by considering the plane strain models instead. The idea to correlate the analytical-to-numerical fatigue life discrepancy to mechanical specimen/test parameters is novel, and the presented approach might also be effective for similar applications.
Future studies will be carried out to (a) extend the proposed numerical and analytical approaches to more complex cases (3D simulations or mixed-mode fracture), and (b) validate the proposed correction factor approach. 
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NOMENCLATURE
	[bookmark: _Hlk44591915]A = model’s node (Figure 2);

	a = crack length;

	 = given value of crack length;

	aF = critical crack length;

	ai = XFEM (ith) vector of the nodal enriched degrees of freedom (Equation 5);

	(am,an,ao) = power exponents for mixed-mode fracture law;

	a0 = initial crack length measured from the control point (Figure 2);

	B = thickness of the compact tension sample;

	B = model’s node (Figure 2);

	bij = XFEM (ith) vector of the nodal enriched degrees of freedom (Equation 6);

	(Ca-Cf ) = combination constants (Equation 4);

	c = half crack length in a plate;

	(cp,mp) = Paris law constants considering the stress intensity factor range ΔK;

	c0 = initial crack length measured from the crack tip (Figure 2);

	(c3,c4) = Paris law constants considering the strain energy release rate G (ABAQUS input);

	E = Young's modulus;

	E' = plane strain/stress Young's modulus (Equation 8);

	F = auxiliary function (Equation 12);

	 = XFEM associated elastic asymptotic crack-tip functions (Equation 6);

	fα = auxiliary function defined in Equation 14;

	= value of fα calculated by assuming α equal to ;

	G = Griffith's Strain Energy Release;

	GC = critical strain energy release rate;

	Gequiv = equivalent strain energy release;

	GequivC = critical equivalent strain energy release rate, also called GC in ABAQUS;

	Gpl = accelerated fracture stage strain energy release rate (end of Paris law response);

	Gth = threshold strain energy release rate;

	(GI,GII,GIII ) = strain energy release rate values for the fracture modes;

	(GIC,GIIC,GIIIC) critical strain energy release rate for the fracture modes;

	 = XFEM (ith) associated discontinuous jump function;

	K = stress intensity factor;

	KC = fracture toughness;

	KI = mode I stress intensity factor;

	KIC = plane strain fracture toughness;

	N = number of cycles;

	 = XFEM (ith) shape function that has to satisfy the partition relationship (Equation 6);

	NF = (crack propagation) fatigue life;

	NF,An = analytical (crack propagation) fatigue life;

	NF, Exp = experimental (crack propagation) fatigue life;

	NF,Num = numerical (crack propagation) fatigue life;

	 = modified analytical fatigue life (Equation 21);

	P = maximum applied cyclic load;

	prctx = xth percentile;

	R = minimum-to-maximum load/stress ratio;

	r2 = coefficient of determination;

	SN = equivalent applied stress parameter (Equation 15);

	SN,LIM,An = upper bound limit for SN (Equation 16);

	 = dimensionless equivalent applied stress parameter (SN/Kc) (Equation 17);

	std = standard deviation;

	u = XFEM displacement vector (Equation 6);

	uj = XFEM nodal displacement vector (Equation 6);

	ux = dimensionless parameter defined in Equation 5 used for the computation of the dimensionless crack length α (Equation 4);

	W = width of the Compact Tension specimen;

	α = dimensionless crack length, i.e., crack length-to-width ratio (a/W), also defined in Equation 3;

	αF = critical dimensionless crack length (aF/W) (also defined in Equation 13 and Equation 18);

	 = normalised difference between numerical and analytical fatigue life (Equation 19);

	ΔK = stress intensity factor range;

	ΔKth = threshold stress intensity factor range;

	ΔKI = stress intensity factor range for Compact Tension specimen and plane stress conditions;

	λ = correction factor for of the analytical solution (Equation 20);

	ν = Poisson's ratio;

	νx = control point vertical displacement for CT specimens (also used in Equation 5);

	σ = applied tensile stress in a plate;

	(Ψ,Φ) = distance functions (ABAQUS output);

	÷ = obelus denoting a range of values;

	– = minus sign;

	- = text hyphen;

	⋅ = multiplication sign.
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