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Abstract. This paper is concerned with sign-changing radial solutions of the semi-
linear parabolic equation

(P)

ut − urr −
N − 1

r
ur = a(r)u+ |u|p−1u, r ∈ (0, 1), t > 0,

ur(0, t) = 0, u(1, t) = 0, t > 0

with initial data u(r, 0) = u0(r), r ∈ [0, 1], where u0(r), a(r) ∈ C[0, 1], u0(r) is not
identically equal to 0 in [0, 1], p > 1, N > 1. Under suitable assumptions on λk, we
prove that solutions blowup in finite time if z(u0) ≤ k, while there exist stationary
solutions with k or more zeros, where λk is the k-th eigenvalue of linearized equation,
and z(·) is the number of times of sign changes.

1. Introduction

The question of global existence and blowup of solutions is one of the important
topics in partial differential equations. In this paper, we will study the following
semilinear parabolic equation

(P)

ut − urr −
N − 1

r
ur = a(r)u+ |u|p−1u, r ∈ (0, 1), t > 0,

ur(0, t) = 0, u(1, t) = 0, t > 0

with the initial condition

(1.1) u(r, 0) = u0(r), r ∈ [0, 1],

where u0(r), a(r) ∈ C[0, 1], u0(r) is not identically equal to 0 in [0, 1], p > 1, N > 1.
We say that a classical solution of (P) blows up in finite time if the maximum norm

of the solution diverges to ∞ as t → T for some T < ∞. In this case, the time T is
called the blowup time.

When Ω ⊂ RN is bound, N ≥ 1, under the assumptions that the initial datum is
suitable large and that the nonlinear term f(u) satisfies f(u) ≥ u1+α with α > 0, the
solution of ut−∆u = f(u) with Dirichlet boundary condition blows up in finite time.
When f(u) = up and u0(x) ≥ 0 is small, the solution exists globally in time. The
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methods include Kaplan’s first eigenvalue method, concavity method and comparison
method. We refer to [1, Chapter 5].

For the whole space, Fujita [7] studied following Cauchy problem{
ut = ∆u+ up, x ∈ RN , t > 0,

u(x, 0) = u0(x), x ∈ RN .

It has been proved that:
(i) if 1 < p < 1 + 2

N
, then any nontrivial, nonnegative solution blows up in finite

time;
(ii) if p > 1 + 2

N
and u0 is small, then there exist global solutions.

For more details, see [6,10,19] and the references therein. Recently, Li [5] and Xu [17]
proved global existence and blowup of solutions with initial energy by introducing a
family of potential wells. Moreover, they obtain finite time blowup with high initial
energy. However, few results have been obtained when the number of sign changes
of initial value is considered. When N = 1, a(x) = 1, the eigenvalues of linearized
equation satisfy {

φ′′k(x) + λkφk(x) = 0, x ∈ (0, 1),

φk(0) = φk(1) = 0,

and φk changes its sign exactly k times in (0, 1). Using this special property of
eigenvalues, Yanagida [12] studied the equation{

ut − uxx = λ(u+ |u|p−1u), x ∈ (0, 1), t > 0,

u(0, t) = u(1, t) = 0, t > 0,

and obtained that if λ ≥ λk, then any solution with z(u0) = k blows up in finite time;
if 0 < λ < λk, then there exists a stationary solution with z(u0) = k.

When N = 1, a(x) ∈ C[0, 1], the characteristic function φk in the following equation{
φ′′k(x) + (a(x) + λk)φk(x) = 0, x ∈ (0, 1),

φk(0) = φk(1) = 0

also changes the k-th sign in (0, 1) (see [15]). Applying property of eigenvalues,
Yanagida [3] studied the blowup of sign-changing solutions for a one-dimensional non-
linear reaction diffusion equation. The proof is based on the principle of intersection
comparison, which is used to deal with the nonlinear reaction diffusion equation [2,21],
the porous medium equation [16] and p-Laplace parabolic equation [22]. This com-
parison principle implies that z(t) is finite and non-increasing in time t. Therefore,
the zero number is also called discrete Lyapunov functional by some authors, which
shows that the solution becomes more and more simple [8, 18]. Moreover, these re-
sults show that the eigenvalue problem plays an important role in the study of the
properties of the solution of (P).

In this paper, motivated by [3], We study the global existence and blowup of the
radial solution of (P) depending on the sign change number of the initial value. The
main difficulty lies to determine the number of zeros of eigenfunctions corresponding



BLOWUP OF SIGN-CHANGING RADIAL SOLUTIONS 3

to eigenvalues in (0, 1). For U ∈ C[0, 1], let z[U ] be the number of times of sign
changes. Define

z[U ] = sup
j
{U(ri) · U(ri+1) < 0, 0 < r1 < r2 < · · · < rj+1 < 1, i = 1, 2, ...j}.

This paper is organized as follows. In Section 2, we prove that the eigenvalue
problem {

urr + N−1
r
ur + (a(r) + λ)u = 0, r ∈ (0, 1),

ur(0) = 0, u(1) = 0

with a(r) ∈ C[0, 1] exists a sequence of eigenvalues

λ0 < λ1 < λ2 < · · · → +∞,

and the eigenfunction associated with λj has exactly j zeros in (0, 1). It improves
the result of Theorem 3.1 in paper [15]. In Section 3, we derive a sufficient condition
for blowup of solutions of (P). In Section 4, we say that the intersection number of
any two different solutions decreases in time. Also, we prove that if λk ≤ 0, then the
solution of (P) blows up in finite time for any u0 with z[u0] ≤ k. In Section 5, we
derive the existence of stationary solutions by using a shooting method and a Sturm
comparison theorem.

2. Main results

Theorem 2.1. Let g(r), h(r) ∈ C[a, b], g(r) < h(r). If ϕ(r) and ψ(r) are the
nontrivial solutions of the problems

(2.1) ϕrr +
N − 1

r
ϕr + g(r)ϕ = 0

and

(2.2) ψrr +
N − 1

r
ψr + h(r)ψ = 0

respectively, then there is at least one zero point of ψ(r) between any two zero points
of ϕ(r).

Proof. By (2.1) and (2.2), we derive

(2.3) ϕrrψ − ψrrϕ+
N − 1

r
(ϕrψ − ψrϕ) = (h− g)ϕψ.

Let r1, r2 be the two adjacent zeros of ϕ. With loss of generality, we may assume
ϕ(r) > 0, where r ∈ (r1, r2), then we have

(2.4) ϕr(r1) > 0, ϕr(r2) < 0.

We will prove the conclusion by a contradiction. Let k = ϕrψ − ψrϕ. We rewrite
(2.3) as

(rN−1k)r = rN−1(h− g)ϕψ.
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Integrating the above formula on [r1, r2], we can get

(2.5)

∫ r2

r1

(rN−1k)rdr =

∫ r2

r1

rN−1(h− g)ϕψdr.

Assume ψ(r) > 0, where r ∈ [r1, r2]. Then by (2.4), k satisfies

(2.6) k(r1) > 0, k(r2) < 0.

Since g(r) ≤ h(r), the right-hand side of (2.5) is greater than or equal to zero. On
the other hand, by (2.6), we know that the left-hand side of (2.5) is less than zero.
This contradicts with (2.5). Thus the conclusion holds. 2

Remark 2.1. Suppose that ϕ(0) = ψ(0) > 0, ϕr(0) = ψr(0) = 0. If ϕ(r) has m zeros
in r ∈ [0, 1], then ψ(r) has at least m zeros in r ∈ [0, 1].

Consider the following eigenvalue problem

(Pλ)

urr +
N − 1

r
ur + (a(r) + λ)u = 0, r ∈ (0, 1),

ur(0) = 0, u(1) = 0,

where a(r) ∈ C[0, 1].

Theorem 2.2. The problem (Pλ) exists a sequence of eigenvalues

λ0 < λ1 < λ2 < · · · → +∞,
and the eigenfunction associated with λj has exactly j zeros in (0, 1).

Proof. We consider boundary condition

(BC)

{
u(0) cosα− p(0)ur(0) sinα = 0,

u(1) cos β − p(1)ur(1) sin β = 0,

where α ∈ [0, π), β ∈ (0, π], p(r) = rN−1. When α = π
2
, β = π, (BC) is the boundary

conditions of the problem (Pλ).
Let solution u satisfy the boundary conditions

u(0) = sinα and p(0)ur(0) = cosα,

so u(r, λ) satisfies the first equation of (BC). Next, we prove that u(r, λ) satisfies the
second condition of (BC).

For fixed λ, define a continuous function η(r, λ) of r on (0, 1] by

η(r, λ) = arctan
u(r, λ)

p(r)ur(r, λ)
, η(0, λ) =

π

2
.

It is clear that η(r, λ) is a continuous function of λ for λ ∈ (−∞,+∞). The proof of
Theorem 2.1 shows that η(1, λ) is an increasing function of λ.

We will claim that

(i) η(1, λ)→ +∞ as λ→ +∞;

(ii) η(1, λ)→ 0 as λ→ −∞.
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(i) If N = 2 and M > 0, we choose λ > 0 which is large enough such that

a(r) + λ > M2

for r ∈ (0, 1). By comparison theorem, we only need to consider the equationurr +
1

r
ur +M2u = 0, r ∈ (0, 1),

ur(0) = 0, u(1) = 0.

Let x = Mr, then u satisfiesuxx +
1

x
ux + u = 0, x ∈ (0,M),

ux(0) = 0, u(M) = 0.

It is clear that uxx + 1
x
ux + u = 0 is a Bassel equation, so it has infinitely zeros in

(0,∞). Therefore, if n is arbitrary and M is sufficiently large, then by Theorem 2.1,
the solution of (Pλ) exists at least n zeros on (0, 1).

If N = 3 and M > 0, λ > 0 can also be chosen sufficiently large so that

a(r) + λ > M2

for r ∈ (0, 1). Notice that the solution of problemurr +
2

r
ur +M2u = 0, r ∈ (0, 1),

ur(0) = 0, u(1) = 0,

satisfies

u(r) =
sinMr

r
,

where M is an integral multiple of π. Let M = (N + 1)π, and M is sufficiently large,
by Theorem 2.1, then the solution of (Pλ) has at least n zeros on (0, 1). Moreover,
by definition of η, if λ is sufficiently large, then η(1, λ) ≥ n.

If N > 3, by Sturm First Comparision Theorem [15], and Theorem 2.1, then there
are at least n zero of the solution which satisfy problem (Pλ).

Furthermore, by definition of η, ifN ≥ 1 and λ is sufficiently large, then η(1, λ) ≥ n.
(ii) By the definition of η, one has η(1, λ) ≥ 0. Let −λ > 0 be sufficiently large

such that
a(r) + λ < −M2 < 0

for r ∈ (0, 1). Then the solution of{
urr + N−1

r
ur −M2u = 0, r ∈ (0, 1),

ur(0) = 0, u(0) = 1,

is as follows

u(r) = 1 +
∞∑
k=1

M2k

22kk!(N−2
2

+ 1) · · · (N−2
2

+ k)
r2k.

Similar to η(r, λ), we define
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ψ(r,M) = arctan
u

p(r)ur
, ψ(0,M) = α.

For any fixed r > 0, a simple calculation shows that
u

ur
→ 0 as M →∞;

hence ψ(1,M) → 0 as M → ∞. By Theorem 2.1, η(1, λ) ≤ ψ(1,M). This proves
(ii).

Therefore, by (i), (ii) and the strict addition of η(1, λ) as a function of λ, it follows
that there exist λ0, λ1, ... such that

η(1, λn) = β + nπ for n = 0, 1, · · ·,
where β = π. Furthermore, η(1, λ) 6= β + nπ unless λ = λn, n = 0, 1, · · ·. The proof
of Theorem 2.2 is completed. 2

Theorem 2.3. If λk ≤ 0 and z[u0] ≤ k, then the solution of (P) blows up in finite
time.

Theorem 2.4. If λk > 0, then there exists a stationary solution u of (P) with exactly
k zeros in (0, 1).

Remark 2.2. (1) This implies that the condition of Theorem 2.3 is optimal.
(2) If λk ≤ 0, then by the Sturm Comparision Theorem we can get the nontrivial
stationary solutions without k or less zeros in (0, 1).
(3) We can still get the same conclusion if the boundary condition at x = 1 replaced
by the homogeneous Neumann case.
(4) This result can be extended to more general equation

ut = a(r)urr + b(r)ur + f(u, r),

where a(r) are continuous in [0, R], with a > 0, but b(r) is continuous only in (0, R].
(5) We can also extend this result to the following equation

d(r)ut = (d(r)ur)r + f(u, r),

where d(r), f(u,r)
ud(r)

are continuous in [0, R], with d(r) ≥ 0, but (d(r))−1 is continuous

only in (0, R].

3. Notations and preliminaries

For convenience, we let

f(u, r) = a(r)u+ |u|p−1u, F (u, r) =
1

2
a(r)u2 +

1

p+ 1
|u|p+1,

and define energy functional by

E(u) =

∫ 1

0

(1

2
u2r − F (u, r)

)
rN−1dr.
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Lemma 3.1. If E(u0) < 0, then any solution of problem (P) blows up in finite time.
Moreover, the blowup time meets

T <

∫ ∞
0

1

−4E(u0) + v
p+1
2

dv.

Proof. By a direct calculation, we obtain

d

dt
E(u(t)) =

∫ 1

0

(ururt − f(u, r)ut)r
N−1dr

= −
∫ 1

0

ut

(
urr +

N − 1

r
ur + f(u, r)

)
rN−1dr

= −
∫ 1

0

(ut)
2rN−1dr ≤ 0,

(3.1)

shows that E(u) is nonincreasing in t. Writing

W (u) =

∫ 1

0

u2rN−1dr,

then, by the equation (P), (3.1), the Hölder and Jensen’s inequalities, it follows that

d

dt
W (u(t)) = 2

∫ 1

0

uutr
N−1dr

= 2

∫ 1

0

(
urr +

N − 1

r
ur + f(u, r)

)
urN−1dr

= 2

∫ 1

0

(−u2r + f(u, r)u)rN−1dr

= −4E(u) + 2

∫ 1

0

p− 1

p+ 1
|u|p+1rN−1dr

≥ −4E(u0) + 2

∫ 1

0

p− 1

p+ 1
|u|p+1rN−1dr

≥ −4E(u0) + C(N, p)
(∫ 1

0

u2rN−1dr
) p+1

2

= −4E(u0) + C(N, p)W (u)
p+1
2 .

(3.2)

Combined with E(u0) < 0, we reach that

(3.3) t ≤
∫ W (u)

W (u0)

1

v
p+1
2 − 4E(u0)

dv

for t ∈ (0, T ). Since p > 1 and W (u) > 0, the right-hand side of (3.3) is bounded for
t > 0, and

T ≤
∫ W (u)

W (u0)

1

v
p+1
2 − 4E(u0)

dv <

∫ ∞
0

1

v
p+1
2 − 4E(u0)

dv.



8 LINFENG LUO

This completes the proof. 2

Remark 3.1. This is a sufficient condition for the blowup, which is an extension
of [9, 11,13].

Set ϕk(r) be an eigenfunction corresponding to λk, and set 0 < ξ1 < ξ2 < · · · <
ξk < 1 be zeros of ϕk(r). For simple purposes, we assume that ξ0 := 0 and ξk+1 := 1.
For each vector c = (c0, c1, ..., ck) ∈ Rk+1, we define an initial value as

(3.4) uc0 = ciϕk(r) for r ∈ [ξi, ξi+1], i = 0, 1, 2, ..., k,

where ci ≥ 0 for all i = 0, 1, 2, ..., k and ci > 0 for some i. Next, uc(r, t) will be used
to express the solution of (P) with the initial value uc0(r).

Lemma 3.2. If λk ≤ 0, then the solution of problem (P) with the initial value uc0(r)
blows up in finite time.

Proof. By (3.4) and Pλ, we can obtain

E(uc0) =

∫ 1

0

(1

2
(uc0,r)

2 − F (uc0,r)
)
rN−1dr

<
1

2

∫ 1

0

(
(uc0,r)

2 − a(r)(uc0,r)
2
)
rN−1dr

=
1

2

k∑
i=0

∫ ξi+1

ξi

c2i (ϕ
2
k,r − a(r)ϕ2

k)r
N−1dr

= −1

2

k∑
i=0

∫ ξi+1

ξi

c2i

(
ϕk,rr +

N − 1

r
ϕk,r + a(r)ϕk

)
ϕkr

N−1dr

=
1

2

k∑
i=0

∫ ξi+1

ξi

c2iλkϕ
2
kr
N−1dr < 0,

(3.5)

if λk ≤ 0. Then the conclusion follows by Lemma 3.1. 2

Let T (c) <∞ be the blowup time of uc, and define

mc(t) := max
r∈[0,1]

|uc(r, t)|.

It is clear that mc(t)→∞ if t→ T (c). Let h(u) be a function of u > 0 and satisfy

h(u) > max{f(r, u),−f(r, u), 0} for r ∈ [0, 1], and

∫ ∞ 1

h(u)
<∞.

We define

H(u) =

∫ ∞
u

1

h(s)
ds, Sc(t) =

∫ t

0

1

H(mc(s))
ds.

Lemma 3.3. Sc(t)→∞, as t→ T (c).
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Proof. Since
d

dt
mc(t) ≤ h(mc(t)),

which follows

H(mc(t)) =

∫ ∞
mc(t)

1

h(u)
du

=

∫ T (c)

t

1

h(mc(s))

d

ds
mc(s)ds

≤
∫ T (c)

t

ds = T (c)− t,

(3.6)

and

Sc(t) =

∫ t

0

1

H(mc(s))
ds

≥
∫ t

0

1

T (c)− s
ds

= lnT (c)− ln(T (c)− t)
→ +∞

(3.7)

as t→ T (c)−. 2

Since d
dt
Sc(t) > 0 and Sc(t) ∈ [0,+∞), for any given positive number L, we define

σ(c) ∈ (0, T (c)) by

Sc(σ(c)) = L.(3.8)

From the continuity of the solution with respect to the initial value and d
dt
Sc(t) > 0,

we imply that σ(c) is continuous in c.

4. Intersection number

From [16,18,20], we know that the following result holds.

Lemma 4.1. Let u(r, t) be a nontrivial classical solution of{
ut = urr + N−1

r
ur + c(r, t)u, r ∈ (0, 1), t ∈ (t1, t2),

ur(0, t) = 0, u(1, t) = 0, t ∈ (t1, t2),

where c(r, t) ∈ L∞([0, 1]× (t1, t2)), then

z(u(s1)) ≤ z(u(s2)), t1 < s1 < s2 < t2.

Furthermore, assume that u(r, t) = ur(r, t) = 0 at some (r, t) ∈ [0, 1]× (t1, t2), then

z(u(t)) > z(u(t∗)), t1 < t < t < t∗ < t2.
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Remark 4.1. (i) If z(u(t)) does not change in some time interval, then the sign
pattern of u remains in the interval.
(ii) If u is the solution of problem (P), then we can use Lemma 4.1 to show that
z(u(t)) is nonincreasing in t by taking

c(r, t) :=
f(u(r, t), r)

u(r, t)
.

(iii) If u1 and u2 are two different solutions of problem (P), then we can use Lemma
4.1 to show that z(u1(t)− u2(t)) is nonincreasing in t by taking

c(r, t) :=
f(u1(r, t), r)− f(u2(r, t)), r)

u1(r, t)− u2(r, t)
.

For the initial value (3.4), we define τ(c) by{
T (c) if z(u(t)) = k for t ∈ [0, T (c)),
inf{t ∈ (0, T (c)] : z(uc(t)) < k} if z(u(t)) < k for some t ∈ [0, T (c)).

Clearly, τ(c) = 0 if ci = 0 for some i. Moreover, by Lemma 4.1 and the continuity of
uc with respect to c, τ(c) is continuous in c as long as τ(c) < T (c). By Lemma 4.1,
each zero of uc is nondegenerate and continuous in t ∈ (0, τ(c)). We denote the zeros
of uc by

0 < η1(t) < η2(t) < · · · < ηk(t) < 1, t ∈ [0, τ(c)).

As a matter of convenience, make η0(t) = 0 and ηk+1(t) = 0 for t ∈ [0, τ(c)) and
ηi(τ(c)) = limt→τ(c) ηi(t) when τ(c) < T (c). Then ηi(t) is continuous in t ∈ [0, τ(c)] ∩
[0, T (c)) and satisfies ηi(0) = ξi for every i = 0, 1, 2, · · ·, k + 1. We define

mc
i(t) := max

r∈[ηi(t),ηi+1(t)]
|uc(r, t)| i = 0, 1, 2, · · ·, k.

Then mc
i(t) is continuous in t ∈ [0, τ(c)] ∩ [0, T (c)) and c, and satisfies

max
i
mc
i(t) = max

r∈[0,1]
|uc(r, t)| = mc(t).

Define

Λ := {c = (c0, c1, · · ·, ck) ∈ Rk+1 :
k∑
i=0

ci = 1, ci ≥ 0}.

Define β = (β0, β1, β2, ..., βk)) : Λ→ Rk+1 by

βi(c) :=


mc
i(σ(c))

mc(σ(c))
if σ(c) < τ(c),

mc
i(τ(c))

mc(τ(c))
if σ(c) ≥ τ(c).

Then the mapping β is continuous in c ∈ Λ and has the following properties: for
every c ∈ Λ, (i)βi(c) ≤ 1 for all i, βj(c) = 1 for some j and βi(c) 6= (0, ..., 0);
(ii)If σ(c) < τ(c), then βi(c) > 0 for all i. If σ(c) ≥ τ(c), then βj(c) = 0 for some j.
Using these properties and topological degree method, we can get the following result.
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Lemma 4.2. Let σ(c) and L be as in (3.8). If λk ≤ 0, then for any L > 0, there
exists c ∈ Λ such that the solution uc of the equation (P) with the initial value (3.4)
satisfies

mc
i(σ(c)) = mc(σ(c)) i = 0, 1, 2 · ··, k.

Proof. It can be seen from the nature of β, we only need to prove (1, ..., 1) ∈ β(Λ).
The process of proof is similar to Lemma 3.3 in [3]. 2

Proof of Theorem 2.3. Assume z[u0] ≤ k. Let u be the solution of (P) with (1.1),
and let uc be the solution of (P) with (3.4) for some c ∈ Λ. By Lemma 4.1, all zeros
of any nontrivial solution of (P) are nondegenerate for some t ≥ 0. Hence, without
loss of generality, we may assume that all zeros of u0 are nondegenerate. Then by
replacing the eigenfunction ϕk(r) with εϕk(r), where ε is a sufficiently small positive
number, we have

(4.1) z[u0 − uc0] = z[u0] ≤ k for all c ∈ Λ.

So, u0 − uc0 and u0 must have the same sign patten.
Assume λk ≤ 0. Then it follows from Lemma 3.2 that uc blows up at T (c) < ∞

for every c ∈ Λ. Recall that Λ is compact, E(uc0) is continuous in c ∈ Λ, (3.5), and
Lemma 3.1, there exists a positive constant T ∗ such that T (c) < T ∗ for all c ∈ Λ.

If u exists globally in time. Then for any

G > max
r,t∈[0,1]×[0,T ∗]

|u(r, t)|,

we can take L > 0 so large that mc(σ(c)) > G for all c ∈ Λ. Thus, for c as in Lemma
4.2, we have

(4.2) z[u− uc] ≥ k, at t = σ(c).

By Lemma 4.1, we obtain

(4.3) z[u− uc] ≤ z[u0 − uc0].
Hence, from (4.1)-(4.3), one has

z[u− uc] = z[u0 − uc0] at t = σ(c),

which implies u0− uc0 and u− uc have opposite sign patterns, but it contradicts with
Lemma 4.1. That is to say u must blowup in finite time if λk ≤ 0 and z[u0] ≤ k. 2

5. Stationary solutions

In this section, we consider the equation

urr +
N − 1

r
ur + f(u, r) = 0, r ∈ (0, 1).(5.1)

we shall show the existence of stationary solutions with exactly k zeros by using a
shooting method. Clearly, if a solution of (5.1) satisfies the boundary condition, then
u is a stationary solution of (P).

First, we consider (5.1) with the initial condition

(5.2) ur(0) = 0, u(0) = α.
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Lemma 5.1. Assume λk > 0. If α > 0 is small, then the solution of (5.1) and (5.2)
has at most k zeros in [0, 1].

Proof. Set u = αu, then u satisfies{
urr + N−1

r
ur + 1

α
f(αu, r) = 0, r ∈ (0, 1),

ur(0) = 0, u(0) = 1,

and

lim
α→0

1
α
f(αu, r)

u
= a(r)

uniformly in [0, 1]. Hence, if λk > 0, it yields

1
α
f(αu, r)

u
< a(r) + λk

for sufficiently small α > 0. Then, by Theorems 2.1 and 2.2, u has at most k zeros in
[0, 1] if α > 0 is small. 2

We define

f−(u) = min
r∈[0,1]

f(u, r), f+(u) = max
r∈[0,1]

f(u, r)

and

F±(u) =

∫ u

0

f±(s)ds.

Lemma 5.2. If α > 0 is sufficiently large, then there exists b1 > 0 such that ur < 0,
r ∈ (0, b1) and u(b1) = 0. Moreover, ur(b1)→ −∞, and b1 → 0 as α→∞.

Proof. Take α > 0 large. Since f(u, r) > 0 for large u, it is clear that there exists
b∗ > 0 such that

(5.3) ur < 0 for r ∈ (0, b∗), u(b∗) =
α

2
.

Let µ be any positive constant such that

(5.4) −µ2
(
u− α

2

)
(N − 1)rN−2 + rN−1f−(u) > 0 for r ∈ (ε, b∗), u ∈

(α
2
, α
)
.

For α > 0 large, we can take µ > 0 arbitrarily large. Multiplying

rN−1urr + (N − 1)rN−2ur + rN−1f−(u)

by sinµ(r− ε) and integrating over [ε, b] ⊂ [ε, b∗)∩ [ε, ε+ π
2µ

], where ε is a sufficiently

small positive number, b satisfies

(5.5) bN−1
(
u(b)− α

2

)
≤ εN−1

(
u(ε)− α

2

)
,
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we derive

0 ≥
∫ b

ε

sinµ(r − ε)
{
rN−1urr + (N − 1)rN−2ur + rN−1f−(u)

}
dr

= sin(µ(r − ε))
(
rN−1ur

)
|bε − µrN−1 cos(µ(r − ε))

(
u− α

2

)∣∣∣b
ε

+

∫ b

ε

sin(µ(r − ε))
{
− µ2

(
u− α

2

)
(N − 1)rN−2 + rN−1f−(u)

}
dr

> sinµ(r − ε)
(
rN−1ur

)
|bε − µbN−1 cos(µ(b− ε))

(
u(b)− α

2

)
+ µεN−1

(
u(ε)− α

2

)
.

(5.6)

By (5.5), we know that

−µbN−1 cos(µ(b− ε))
(
u(b)− α

2

)
+ µεN−1

(
u(ε)− α

2

)
≥ 0.

Hence,

sinµ(r − ε)(rN−1ur)
∣∣∣b
ε
< 0

for b ∈ (ε, b∗). Since ur < 0 for b ∈ (ε, b∗), we derive b∗−ε < π
2µ

. Moreover, b∗−ε > 0

can be arbitrarily small if we take µ large. So b∗ → 0 as α→∞.
For 1 ≥ r > b∗ > 0, let

g(u, r) = rN−1f(u, r), wr = rN−1ur, N(u2) = |u|p+1

and

g−(u) = min
r∈[0,1]

g(u, r), G−(u) =

∫ u

0

g(u, s)ds, N−(u) = min
r∈[0,1]

N(u).

Then
wrr + g(u, r) = 0

which implies
wrr + g−(u) ≤ 0.

Hence if ur ≤ 0, we have

d

dr

{1

2
w2
r +G−(u)

}
= wrwrr + g−(u)ur

= rN−1urwrr + g−(u)ur

= ur{rN−1wrr + g−(u)}
≥ ur{−g−(u)rN−1 + g−(u)}
= ur(1− rN−1)g−(u) ≥ 0

(5.7)

which implies

w2
r +G−(u) ≥ 1

2
w2
r +G−(u) ≥ G−(α)

and

(5.8) w2
r ≥ G−(α)−G−(u) ≥ G−(α)−G−

(α
2

)
> 0
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as long as ur ≤ 0 and u > 0. Hence ur is bounded above by a negative constant as
long as u > 0. Therefore, there exists b1 ∈ (0, 1] such that ur < 0 for r ∈ (0, b1) and
u(b1) = 0.

We will prove ur(b1) → −∞, as α → ∞. Since F−(u)
u2

→ +∞ as u → +∞
monotonically, we have

α−2u2r ≥ α−2{G−(α)−G−(
α

2
)}

= α−2
∫ α

α
2

g−(u)du

≥ 1

4

∫ α

α
2

u−2g−(u)du

≥ 1

4

∫ α

α
2

N−(u2)

u3
du

for r ∈ [b∗, b1]. By the definition of N−(u), we derive the right-hand side of the above
inequality tends to ∞, as α→∞. Hence ur(b1)→ −∞, and

b∗ − b1 =

∫ b∗

b1

dr =

∫ α
2

0

|ur|−1du ≤
α

2
max
r∈[b∗,b1]

|ur|−1 → 0

as α→∞. Thus by b1 − b∗ → 0 and b∗ → 0, we imply b1 → 0. 2

Next, we consider
u(b1) = 0, ur(b1) = β,

where b1 ∈ (0, 1), β < 0 small.

Lemma 5.3. If β < 0 is sufficiently small, then for any b1, there exists b2 > b1 such
that ur < 0 for r ∈ (b1, b2), and ur(b2) = 0. Moreover, u(b2)→ −∞ and b2 − b1 → 0
as β → −∞.

Proof. Let β < 0 and let b2 > b1, we define

b2 = sup{1 > r̃ > b1 : ur < 0 for r ∈ [b1, r̃)}.
According to the boundary condition u(1) = 0, we have that ur < 0 for r ∈ (b1, b2)
and ur(b2) = 0 for b2 ∈ (b1, 1). By direct calculation, we can get

d

dr

{1

2
w2
r +G−(u)

}
= wrwrr + g−(u)ur

= rN−1urwrr + g−(u)ur

= ur{rN−1wrr + g−(u)}
≥ ur{−g−(u)rN−1 + g−(u)}
= ur(1− rN−1)g−(u) ≥ 0.

It implies that
1

2
w2
r +G−(u) ≥ 1

2
β2
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and
1

2
β2 ≤ G−(u(b2)).

The right hand of the above inequality tends to ∞, as β → −∞, which implies
u(b2) → −∞. We will prove b2 − b1 → 0 as β → −∞. Then, similar to the proof of
Lemma 5.2, we can derive the conclution. 2

Remark 5.1. Similar results to Lemmas 5.2 and 5.3 can be proved for α < 0 and
β > 0. Then, repeating the above steps, we derive the number of zeros of u(r) in
[0, 1] tends to ∞, as α→∞.

Proof of Theorem 2.4.
Let u be any solution of (5.1) and (5.2). Then by Lemma 5.2, there exists b1 > 0

such that ur < 0 for r ∈ (0, b1), u(b1) = 0, and b1 → 0 as α → ∞. By Lemma 5.3,
there exists b2 > b1 such that ur < 0 for r ∈ (b1, b2), ur(b2) = 0 and b2 − b1 → 0 as
α→∞. Repeating this argument for r > b2, we can prove that there are any number
of zeros of u in (0, 1) if we take α large.

We introduce the Prüffer transformation [14]

u = ρ sin θ, ur = ρ cos θ,

and define Θ(α) = θ(1) − θ(0). Then ρ > 0 for r ∈ [0, 1] and [Θ(α)/π] is equal to
the number of zeros of u in [0, 1], where “[·]” stands for the floor function. If λk > 0,
by Lemma 5.1, we derive Θ(α) < kπ for small α > 0. On the other hand, we have
Θ(α)→∞ as α→∞. Since Θ(α) is continuous in α > 0, there exists αk such that

Θ(αk) = kπ.

Hence, for α = αk, the solution u is the stationary solution with exactly k zeros in
[0, 1]. 2

Remark 5.2. If λk ≤ 0, then it is easy to prove the non-existence of stationary
solutions with k or less zeros by Theorem 2.4.
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