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Abstract

In this work, we propose a rate control algorithm (RCA) which regards characteristics of multiview video coding (MVC). The proposed RCA is designed for real-time applications of MVC and optimized to provide high quality compressed video bit streams with optimal utilization of channel bandwidth and buffering delay. The proposed RCA uses a fuzzy rate controller and a deterministic quality controller to define a quantization parameter (QP) for a Group of Pictures (GOP) based on given target rate, buffer, and quality constraints. The Key point in the proposed algorithm is to provide a variable bit rate multiview video bit stream with minimum fluctuations in QP and thereafter in quality while the buffer constraints are satisfied. The experimental results show that it can control the bitrate of all views according to the specified target bit rates for each view while the buffering constraints are completely obeyed and it provides compressed video bit streams with high visual quality.
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Introduction
In recent years, the multiview video (MVV) has been a very attractive issue because of its wide applications in multimedia services like three-dimensional video (3DV), free viewpoint video (FVV), immersive teleconference, video-on-demand (VOD) and so on. The Joint Video Team published the multiview video coding (MVC) extension of the H.264/AVC standard, exploiting inter-view prediction as well as temporal and spatial redundancies existing in each view, on March 2009 [1]. In this case, coding efficiency is increased between 20% and 50% in relation to the encoding of all views with H.264/AVC independently [2, 3]. However, there is still many challenges to transmit the MVV due to channel bandwidth and decoder buffer constraints in practice [4]. To overcome these constraints, an adaptive multiview rate control algorithm (RCA) is required. 
There are many published RCAs such as presented algorithms in [5, 6, 7] but they are designed for single view video coding. Therefore, an efficient RCA for MVC needs to prevent buffer underflow or overflow and unnecessary quality variations in each view. Generally, RCAs are classified into three classes based on operation region in the rate distortion space: constant bit rate (CBR), variable bit rate (VBR) and constant quality algorithms [5]. In CBR, the target bit rate is a fixed reference point and the main purpose of the controller is to drive the bit rate toward the reference point. In constant quality rate control, the quality of the encoded video is a reference point for the controller. In VBR, a long term average value is defined as the bit rate. The purpose of the VBR controller is to minimize the variations in the quality while the bit rate can have some variations in short-term with due attention to buffer constraints. A VBR rate controller operates in a region between the CBR and constant quality operating areas. In general, VBR video provides a higher visual quality and coding efficiency in comparison with CBR video [8]. 
Usually, a rate control scheme is introduced by video coding standard during the development of the standard, although it is not a normative part of the standard. Also users are permitted to design a proper RCA based on their practical constraints. However, the MVC reference software does not introduce any RCA [9]. Therefore, an efficient RCA for H.264 MVC technology is needed. 
In general, conventional RCAs allocate a bit budget to a video segment such as GOP, frame, and macroblock [10]. Then, a QP is computed by a rate-distortion (R-D) model according to the allocated bit budget and the coding complexity of video segment. Park et al. proposed a view level RCA in which the initial QP of GOP was computed with QP values of B frames [11]. Yan et al. present an RCA based on the quadratic rate distortion model [12]. It distributes the bit rate among different views according to correlation analysis in order to reach a constant quality video. Boessio et al. present a frame-level RCA which predicts the bitrate for a frame by utilizing inter-view inter-GOP phase-based bitrate prediction, and temporal target bitrate linear weighting [13]. Moreover, an optimal control action is acquired through frame-level QP value selection. Lei et al. proposed a bi-directional MAD prediction method, considering the hierarchical B structure, based on the quadratic R-D model in order to compute the QP and Rate Distortion Optimization [14]. They proposed a prediction method in which a proportional relationship of the header bits is introduced based on temporal layers in the hierarchical B prediction structure. Lim et al. remodel the quadratic rate distortion model for 3D multiview sequences according to their picture types [15]. They present their method at two levels for more accurate bits rate control.
Most of the studied RCAs operate as CBR algorithms since for they use only a reference from the target rate and drive the bit rate toward the reference. Therefore, they cannot utilize the VBR benefits. Moreover, all of them utilize an R-D model and need the prediction of MAD from the previous frames result in more computational complexity. In a new approach, Rezaei et al. proposed a VBR rate controller for real time applications of H.264/AVC standard based on fuzzy logic in which no R-D model is used [5]. This algorithm consists of a fuzzy controller and a deterministic quality controller to compute the QP of P-frames. Besides, the QP of I-frame is computed based on picture complexity, target bit rate, buffer status. 
In this paper, we propose a GOP-level RCA, derived from [5], for real time VBR applications of the multiview extension of H.264/AVC standard. Our proposed RCA computes the QP based on feedbacks received from PSNR and bit rate of the encoded video frames and a virtual buffer status. The virtual buffer is used in order to impose the bandwidth and delay constraints on the encoded bit stream. Furthermore, to minimize the variation in the quality, another feedback from the PSNR of encoded video is used to control the quality variations while the buffer constraint is exerted. We implemented our proposed RCA on MVC reference software, JMVM 6.0, and execute several experiments. The experimental results were compared with the constant QP (CQP) encoding results. Comparing results show that encoded bit streams by the proposed algorithm completely satisfy the buffer constraint, while their average quality is close to that of CQP algorithm.
 The rest of this paper is organized as follows: Section 2 presents the detailed description of our proposed RCA. Simulation results are shown in Section 3 and finally, the paper is concluded in section 4.
The proposed rate control algorithm




The proposed algorithm controls the bit rate of video bit stream by regulating the QP at the GOP level. The base QP for anchor pictures (first picture at the GOP) is computed by the fuzzy controller and the quality controller. Then, the well-known QP cascading technique is implemented to calculate the QP of each picture based on their type and temporal layer in the GOP. The basic structure of proposed rate control system is shown in Fig. 1. As shown, the main parts of the control system are the fuzzy controller, the quality controller, and the virtual buffers. The fuzzy controller tries to control the bit rate of the encoded bit stream by regulating the variation of QP while it avoids unnecessary fluctuation of QP when the buffer status is far from overflow or underflow. The buffer fullness and the bit rate are used as the input signals of the fuzzy controller. On the other hand, the quality of the encoded video is used as the input signal of the quality controller to minimize the fluctuation in quality. There is a strong correlation between visual quality, PSNR, and QP. However, the constant PSNR necessarily does not provide the constant visual quality and also the constant QP does not provide the constant PSNR. The results of [8, 16, 17], show that minimizing the variation in quality causes almost maximum perceptual quality. Hence, the proposed RCA is optimized to provide high visual quality by preventing unnecessary fluctuations in QP and PSNR. To compute the QP, we use the fact that the complexities of the consequent video pictures are almost equal (except in scene cuts) therefore the complexity of the previous encoded anchor picture is considered as estimation for the complexity of the subsequent anchor picture and the QP of the subsequent anchor picture in view k,  , is computed based on the QP of previously encoded anchor picture in view k, . Then, the output of the fuzzy controller, , added to the output of quality controller,  , as in Eq. (1):
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	Figure 1  Block diagram of the proposed RCA



The details of proposed RCA is described in the sequel.
Virtual Buffer
A virtual buffer is used for each view that simulates the buffering process of the receiving side. To exert the initial buffering delay, the initial buffer fullness is considered 60% of the buffer size. Then, it is updated after encoding each picture as in Eq. (2):   
	
	

	(2)





Where  denotes the virtual buffer fullness after encoding ith picture in view k.  presents the total bits used by the ith encoded picture in view k.  shows the target bit rate for encoded bit stream in view k and  F stands for the video frame rate.
Fuzzy Controller




A fuzzy controller achieves desired outputs for a controlling process by adjusting the process inputs. It consists of four fundamental parts containing fuzzifier, fuzzy inference engine, fuzzy rule base, and defuzzifier [18]. Our proposed fuzzy controller has two input signals from each view. The first is the buffer fullness in view k, , normalized by its buffer size, . The second is the consumed bits for previous GOP in view k, , normalized by its target bit budget . These inputs are defined as:

	
	
(3)

	
	
(4)

	
	
(5)



Where GOPsize indicates the number of frames in a GOP. 
The input signals are mapped to the input fuzzy sets based on their fuzzy membership functions (MSF) by the fuzzifier. Indeed the MSF specifies the grade of membership of the input to a fuzzy set. As shown in Figure 2. The numbers of 9 and 7 trapezoidal MSFs are used to map the input signals. Then, the input fuzzy sets are mapped to the output fuzzy sets according to the fuzzy rule base by the fuzzy inference engine. Finally, the output fuzzy sets are mapped to real numbers by the defuzzifier. The fuzzy controller tries to prevent unnecessary fluctuation of QP while the buffer constraint is exerted. The all fuzzy rules are summarized in Table 1. The letters L, M, H, and V stand for Low, Medium, High and Very to show linguistic variables. Moreover, the letter A, U, and E stand for Absolute, Ultra, and Extra, respectively, as various linguistic hedges. The output of the proposed fuzzy system with defined inputs is computed as

	
	

(6)








Where  denotes the output of the fuzzy system in view k.  are the input fuzzy sets with  and  membership functions defined for inputs  and  in kth view, respectively. indicates the desired central values for the output of fuzzy system. Finally, the output of fuzzy system is tuned by a gain control block with due attention to the buffer constraint and the video content as:

	
	
(7)




Where  is a constant coefficient tuning the RCA according to the video content properties in the range of (0.3–1). This gain has a direct proportion with the video motion activities. The desired central values of the fuzzy system output corresponding to the fuzzy rules in Table 1 are shown in Table 2.

	Table 1 IF-THEN fuzzy rules in linguistic variables


		

	VH
	AH
	AH
	AH
	UH
	EH
	VH
	H
	MH
	M

	
	H
	AH
	AH
	UH
	EH
	VH
	H
	MH
	M
	ML

	
	MH
	AH
	UH
	EH
	VH
	H
	MH
	M
	ML
	L

	
	M
	UH
	EH
	VH
	H
	MH
	M
	ML
	L
	VL

	
	ML
	EH
	VH
	H
	MH
	M
	ML
	L
	VL
	EL

	
	L
	VH
	H
	MH
	M
	ML
	L
	VL
	EL
	UL

	
	VL
	H
	MH
	M
	ML
	L
	VL
	EL
	UL
	AL

	
	
	UL
	EL
	VL
	L
	ML
	M
	MH
	H
	VH

	





	Table 2 Desired central values of the fuzzy system output

		





	VH
	6
	6
	6
	5
	4
	3
	2
	1
	0

	
	H
	6
	6
	5
	4
	3
	2
	1
	0
	-1

	
	MH
	6
	5
	4
	3
	2
	1
	0
	-1
	-2

	
	M
	5
	4
	3
	2
	1
	0
	-1
	-2
	-3

	
	ML
	4
	3
	2
	1
	0
	-1
	-2
	-3
	-4

	
	L
	3
	2
	1
	0
	-1
	-2
	-3
	-4
	-5

	
	VL
	2
	1
	0
	-1
	-2
	-3
	-4
	-5
	-6

	
	
	3VL
	VVL
	VL
	L
	ML
	M
	MH
	H
	VH
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	Figure 2 Membership functions of the fuzzy system inputs: (a) Membership functions of input 1, (b) Membership functions of input 2



Quality Controller
To minimize the fluctuation in quality of the encoded video, we use the quality controller computing the quality QP or based on the quality of previously encoded pictures in the current scene. In this scheme, the average value PSNR over all encoded pictures in the current scene is considered as a reference. Then, the PSNR of the current picture is driven to the reference point by a gain. The quality QP used in (1) is computed by

	
	(8)








Where  is the average QP on all encoded frames in the current scene, PSNR and  are the PSNR of previously encoded frame and the average PSNR on all encoded frames in the current scene, respectively. The luminance component is used to compute the PSNR values. The is a constant coefficient used to tune the quality controller. The larger value for  attains more constant quality. In contrast, it increases the fluctuations of buffer fullness. To exert the buffer constraint and to maintain stability in the control system, the value of is bounded to the range of (-1, 1). The output of the fuzzy controller and the quality controller can have positive or negative values. The priority of control is defined according to the buffer conditions and the quality measure. When the buffer has the critical conditions, the output of the fuzzy controller is more effective in the control system otherwise the quality controller can be more effective.
SIMULATION RESULT 
To evaluate the performance of the proposed RCA from the quality, buffer constraint and computational complexity points of view, the proposed algorithm is implemented in the MVC reference software, JMVM 6.0 [19], and a set of encoding experiments is executed. Then, its experimental results are compared with the results of constant QP (CQP) encoding case as a well-known anchor. Since CQP encoding provides almost best performance from the visual quality point of view and also a good performance from the R-D points of view, it is selected for comparison. The average bit rate of each layer in CQP algorithm is used as the target bit rate of the proposed RCA to attain similar average bit rates in two algorithms. In order to challenge these algorithms in the long term and scene cut situations, we concatenated a number of well-known multiview test sequences with different contents to make two long sequences. In the first sequence, Ballroom, Akko & Kayo and Flamenco2 test sequences were concatenated. The second sequence includes Exit and Rena test sequences. These concatenated sequences include three views having 850 and 550 frames with VGA picture format (640 * 480), respectively. GOP size and period of Intra frame and the gain of fuzzy controller are set to 8, 8, and 0.8, respectively. The other encoding parameters are assumed as default values. 
To ensure the proper performance of the proposed algorithm in different bit rates, it was run with four QP values (22, 27, 32, 37). Then we compared the algorithms in term of average QP, average PSNR of the luminance component, Standard deviation (STD) of QP and PSNR, and minimum buffering delay. The minimum delay is computed to show that in CQP case in which no RCA is used a larger buffer and a higher buffering delay is needed for video transport. The minimum buffering delay is computed as:  , where  denotes the minimum size of the virtual buffer in view k. Some numerical experimental results of two sequences are presented in Table 3. Also, the average results on two sequences are indicated in the table. In comparison with the CQP case, the proposed algorithm has succeeded in reducing delay (0.6 s v.s. 1.61s). Moreover, the proposed RCA provided average QP and average PSNR close to the CQP case as the best known anchor. However, the proposed algorithm provided a perfect control on the bit rate at the expense of increasing the STD of QP and PSNR metric for QP shows the proposed algorithm that means a bit lower visual quality in comparison with CQP case. 
The experimental results show that buffer constraints for all views and sequences are obeyed by the proposed RCA. Sample graphical results for Sequenc1 are shown in Fig. 3 as samples. As shown in the graphs, the proposed algorithm can control the bit rate perfectly and prevents buffer overflow and underflow while it provides a high-level average quality.  Moreover, a strong correlation between the curves of QP, PSNR, and Buffer Occupancy represents the bit allocation is performed based on the complexity of the video content and existing constraints containing bit budget and buffer (delay). As previously mentioned, necessarily constant PSNR does not provide the constant visual quality. To achieve the constant visual quality, the variation in quality should be minimized. The proposed algorithm provided visual quality close to the CQP case by preventing unessential fluctuations in PSNR and QP while it provided a perfect control on bitrate. 
For more investigation, the proposed algorithm is compared with the CQP case in term of R-D performance. The R-D curves of the proposed RCA versus the CQP case for all views of sequence1 are shown in Fig. 4. Overlapping the R-D curves indicates a very similar R-D performance for the algorithms. 
From the computational complexity point of view, the proposed RCA has a low degree of computational complexity. In spite of the conventional RCAs, the proposed algorithm does not use any R-D model to calculate the QP. Therefore the complicated related operations are eliminated.

Table 3 Comparison the result of fuzzy rate controller with the constant QP algorithm
	Sequence
	View
	Algorithm
	            QP
	    PSNR (dB)
	Delay
   (s)
	Total Bits

	
	
	
	 AVG
	 STD
	 AVG
	 STD
	
	

	
Sequence 1
	   0
	    CQP
	25.87
	1.62
	41.64
	1.58
	1.42
	1906075

	
	
	 Fuzzy RC
	25.81
	2.77
	41.67
	2.35
	0.90
	1928426

	
	   1
	    CQP
	25.87
	1.62
	41.99
	1.88
	2.42
	1285778

	
	
	 Fuzzy RC
	25.85
	3.06
	42.03
	2.67
	0.57
	1291545

	
	   2
	   CQP
	25.87
	1.62
	41.84
	1.68
	2.22
	1590514

	
	
	 Fuzzy RC
	25.81
	3.10
	41.85
	2.55
	0.09
	1609567

	
Sequence 2
	   0
	   CQP
	25.87
	1.61
	43.24
	2.72
	1.58
	1198224

	
	
	 Fuzzy RC
	26.66
	3.74
	42.76
	2.85
	0.49
	1209044

	
	   1
	   CQP
	25.87
	1.61
	42.67
	2.40
	1.26
	912000

	
	
	 Fuzzy RC
	25.86
	2.78
	42.69
	2.85
	0.78
	917638

	
	   2
	   CQP
	25.87
	1.61
	43.03
	2.50
	0.83
	1046763

	
	
	 Fuzzy RC
	26.08
	2.83
	42.91
	2.78
	0.79
	1051272

	
          Average
	   CQP
	25.87
	1.61
	42.40
	2.12
	1.61
	1323225

	
	 Fuzzy RC
	26.01
	3.04
	42.31
	2.67
	0.6
	1334582
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	Figure 3 Graph of  buffer fullness, QP, PSNR and frame bits
(a) View0, (b) View1, (c) View2
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	Figure 4 R-D curves of sequence1 encoded by the proposed RCA and CQP case
(a) View0, (b) View1, (c) View2



 Conclusion
A new fuzzy multiview video RCA for real-time variable bit rate applications was proposed. The proposed RCA is optimized to use the benefit of VBR video and to overcome the existing constraints, increase the coding efficiency and provide a compressed video bit stream with constant visual quality. Simulation results show that the proposed algorithm perfectly controls the bit rate and prevents buffer overflow or underflow while providing compressed video bit streams with high-level average quality. The proposed algorithm provides maximum utilization of channel bandwidth at the expense of limited buffering delay. The results of comparing our proposed algorithm with the constant QP case indicates a high performance for the proposed algorithm from rate-distortion and delay points of view and from the visual quality point of view and close to those of the CQP case.
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