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ABSTRACT. On an initial and boundary value problem for a mixed type
equation is considered. A uniqueness theorem for the solvability of this
problem is shown and constructed the solution as the sum of Fourier series.
The stability of the solution with respect to initial function is proved.

1. INTRODUCTION

We are considered an initial and boundary value problem generated by the
mixed hyperbolic-parabolic type equation

Ut — Uz = 0, ¢ <0,
on the domain D = {z,t|0 < < 1,—a < t < 8}, where a > 0, 8 > 0, with the
initial condition

Lu(z,t) = { up = Uag =0, 1> 0, (1.1)

u(x770‘) :T/)(’I)v 0<z<1, (12)
and nonlocal boundary conditions
ug(0,8) =0, —a<t<p, (1.3)
1
/ zu(z,t)de =0, —a<t<g. (1.4)
0

It is encountered with parabolic-hyperbolic, elliptic-hyperbolic type
equations in electromagnetic events, gas dynamics and similar non-homogeneous
processes. In [1], it is shown that the movement of gas in channel with wave
equation uy = aAwu, out of channel the movement of gas with diffusion equation
u; = bAu where a, b positive physical parameters, A is Laplasian are expressed.
In [2], it is examined that the distribution of electric waves in semi-infinite line
have loss in 0 < x < ¢ and in the remaining part no loss of distribution. The
model of the problem is stated with first order equation systems for induction,
electric current, resistance and density. From the equation systems, eliminating
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the electric current the problem is reduced to the boundary problem that is
defined initial-boundary and transmission conditions which is hyperbolic in

0 < z < ¢, parabolic in £ < z < co. In [3], electromagnetic movement of liquid is
investigated and this process is expressed with boundary problem for parabolic-
hyperbolic type equation in multi dimensional space. It is known that there
exists applications of hyperbolic-elliptic type equations with Tricomi type in gas
dynamics. Boundary problems for mixed type equations attract attention with
physcial meanings and investigations are carried out about this subject [4]-[14].

In mathematical physics equations, nonlocal boundary conditions show that
physical process not only at the point but also at the whole object. This type
boundary conditions are examined in [14]-[18] and many other works for different
mathematical physics equations. In [15], it is encountered with this boundary
condition for diffusion equation in plasma problem. Some references for mixed
type equations with nonlocal boundary conditions and integral boundary condi-
tions are given in [7]-[14]. In this work, parabolic-hyperbolic type equation (1.1)
is considered. Firstly, (1.4) boundary condition that is defined with integral is
reduced to the nonlocal point boundary condition. In Section 2, this problem
is reduced to the spectral problem for ordinary differential equation by the sep-
aration of variables method and the spectral problem is examined. In Section
3, for mixed type problem the solution is constructed and the uniqueness of the
solution is proved. In Section 4, the existence of the solution and in the last
section the the stability of the solution is shown.

Firstly, let us reduce the (1.4) boundary condition into the point boundary
condition. For this, in the equation (1.1) fixing the parameter ¢ multiplying by
x, then integrating according to the x from € to 1 — € such as € > 0 sufficiently
small number, we get;

1—e 1—e
/ urdx — / Ugpdr, >0,
£ 13
Here when e — 0

1—e¢ 1—¢
/ U dr — / Uz dr, t<O0.
I 1>
d

1
pr (/ xudx) =u,(1,t) —u(l,t) + u(0,t), t>0,
0

2 1
% ([ o) w10 w0 4000, 120
0

obtained and as a result (1.4) integral boundary condition is reduced to the

w(0,8) — u(1,t) + ug(1,£) = 0 (1.5)
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nonlocal condition that contains both ends. Therefore, in this study the solution
of equation (1.1) is investigated satisfying

u(z,t) € Q=C(D)NCHD)NCLD)NC*(D_)NC3(Dy) (1.6)
and (1.2) initial condition and (1.3), (1.5) boundary conditions.

2. SPECTRAL PROBLEM

Let us find the non-trivial solution of boundary value problem (1.1)-(1.6) by
the separation of variables method with the form wu(z,t) = X (x)T(t). Substi-
tuting this statement in (1.1) and in the boundary conditions (1.3), (1.5), we
encounter a spectral problem for X (z);

X"z)+AX(x) =0, 0<x<{, (2.1)
X'(0) =0, (2.2)
X'(1)+ X(0) — X(1) =0, (2.3)
and ordinary differential equation for T'(¢);
T'(t)+NT(t) =0, 0<t<p, (2.4)
T'(t)+ AT(t) =0, —a<t<O0, (2.5)

where A is complex parameter. The boundary conditions (2.2), (2.3) are regu-
lar and strongly regular ([19] pp 66-67). It shown that the eigenvalues of the
boundary value problem (2.1)-(2.3) are the roots of the following equation

psinp+cosp—1=0.

From the equation we obtain the eigenvalues of the problem (2.1)-(2.3) form two
infinite sequences
Mg = (2km)%, k=0,1,2,..,

1
/\Q,k: [(2k+1)7’(’]2 |:1—|—O </€):| y l€:]V(),]\/vo—FL...7

where Ny is a positive integer and the corresponding eigenfunctions are of the
form

X1,5x(x) =cos2kmz, k=0,1,2,..,

Xo.i(z) = cos(2k + 1)mx + O (;) .
According to the results of [20], [21] (see [19]) we have the system of eigen-
functions Xj(z) = {X,(CII),X,(:EQ)} form Riesz basis in L(0,1). The system of
eigenfunctions of the boundary value problem (2.1)-(2.3) is complete and min-
imal in L5(0,1). The minimality of this system follow from the fact that this
system has a biorthogonal system consisting of the eigenfunctions of the adjoint
boundary value problem (see [19], p.99):

Y'(x)+AY(z) =0, 0<z<I, (2.6)



4 KH. R. MAMEDOV AND V. KILINC

Y'(0) - Y(1) =0, (2.7)
Y'(1) — Y(1) = 0. (2.8)

Boundary conditions (2.7)-(2.8) are regular, also strong regular. Then the eigen-
functions of the adjoint boundary value problem form Riesz basis in L2(0,1).
The eigenvalues of this boundary value problem coincides with the eigenvalues
of the spectral problem (2.1)-(2.3). The eigenfunction yo(z) = = corresponding
to the eigenvalue A1 g = 0 and to the eigenvalues Ai x, Aaj corresponding the
eigenfunctions

Yi1(z) = 2km cos 2kmx + sin2nkz, k=1,2, ..,

1
Y 2(z) = 2cos(2k + 1)mz + O (k) .

Let {Yi(z)} = {Y0.1,Yk1,Ys2} be the eigenfunctions of the adjoint problem
(2.6)-(2.8).

3. UNIQUENESS OF THE SOLUTION

Substituting A = u? in (2.4),(2.5) we obtain

T (t) _ U,ke_p'it, t > O, (3 1)
k by, cos it + cp sinupt, t <0, '

where ay, by, ¢, are arbitrary constants. u(z,t) € Q, u(z,t) = Xi(z)Tk(t) also
has this property and let us choose the constants ag, by, ¢y that below the fol-
lowing conditions holds

Tp(0+) = T3:(0—), T (0+) = T(0-). (3.2)
When ap = ¢, by = —cpuk, the function (3.1) provides the condition (3.2).
Therefore, the function (3.1) is found as follow:
—nit t>0
Ti(t) = ke ’ :
k(t) { Ck o8 pit — e sin pugt, ¢ <O0. (3-3)

Let u(z,t) be the solution of (1.1)-(1.5). Let us take account the following
function:

1
uk(t):/o u(z, )Yy (z)de, (3.4)

and find the differential equation satisfying the ug (t). First we form the following
function:

wp (1) = / e ) Ye(2)da, (3.5)
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here £ > 0 sufficiently small number. Derivating the equation (3.5) according to
the ¢ once when t > 0, twice when ¢t < 0, we obtain

1—e l1—e
uy, (1) :/ ug(z, )Yy (z)dz :/ Uge (2, 1) Vi (2)d, (3.6)

1—e 1—e¢
uy (1) :/ uge (2, 1) Yi(2)dz :/ Ugy (2, 1) Vi (2)d. (3.7)

Applying two times partial integration by the right side of (3.6) and (3.7) and
taking to the limit when e — 0, according to the conditions (2.2), (2.3), we find
the following equations:

ul (t) + ppur(t) =0, t>0, (3.8)
uf (t) + piug(t) =0, t<0. (3.9)

For A = p?, (3.8) and (3.9) differential equations coincide with the equations
(2.4) and (2.5) and ug(t) = Ty(t) for —a < t < . Hence the functions uy/(¢)
identified with (3.3). To find the coefficients ¢y, let us supply the initial value
(2.2):

1 1
up(—a) = / (e, —a)Yi(2)dz — / W(@)Yi(@)dz = . (3.10)
0 0

Then, from (3.3) and (3.10) we obtain

ck[cos prpa + py sin ppa = Py (3.11)
From here when
d(k) = cos prpa + g sin ppa # 0, (3.12)
o = Ve = (3.13)
cos g + p sinpupa d(k)
is found. Putting (3.13) into the (3.3)
Lk —pit £>0

f) = awe o ’ 3.14
Uk( ) { cos,ukt;(;;c;; 51n,u.ktql}k7 t < 0’ ( )

is obtained.
Now we assume that ¢(x) = 0 and (3.12) provided for all £ = 1,2, .... Then
¥ = 0 and according to the formulas (3.14), (3.4) for every ¢ € [—«, (]

/1 w(z, t)Yi(z)de =0, (k=1,2,..).
0

Since {Yj(x)} forms basis in Lo (0,1), it is also complete sequence. Using
this property from the last relation for V ¢ € [—a, 8], u(z,t) = 0 in almost
everywhere. Since u(z,t) is continuous in the closed D region, in this region
u(z,t) = 0. Below the following theorem is proved.
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Theorem 3.1. If the solution of the boundary value problem (1.1)-(1.6) exists,
this solution is unique if and only if the condition (3.12) holds.

Assume that for a a and k& = p numbers, (3.12) doesn’t hold, then
d(p) = cos puper + ppsin ppae = 0. In that case, it is found non-zero solution of
homogeneous problem (1.1)-(1.6) (¢(x) = 0) as follows:

2
up(a. 1) = { e Xy (@), t>0,
cp(cos ppt — ppsin ppt) Xp(z), <0,

where ¢, # 0 arbitrary constants.

(3.15)

4. EXISTENCE OF THE SOLUTION

We assume that d(k) # 0 and there exists such a Cy that |d(k)] > Cy > 0
holds. The solution of (1.1)-(1.6) can be shown as

t)=> ur(t)Xi(x). (4.1)
k=1

It is obvious that vg(x,t) = ug(t)Xg(x) holds the equation (1.1). To show
that (3.1) is the solution of the boundary problem (1.1)-(1.6), we must prove
that (3.1) series are uniform convergence in the closed D region and derivative
once according to the ¢, twice according to the z when t < 0 and when ¢ > 0
two times according to the ¢t and = term to term.

Lemma 4.1. For every k € Nt the following assessments hold:
lun(t)] < Ak i, |up(8)] < Aok® |9l (4.2)
for te€[—a,pB] and

lui (t)] < Ask® [¥y] (4.3)
fort e [—a,0].
Proof. From (3.14) for t € [0, ]
fu(8)] = | (“’”) e ‘w’“‘ < Ak |,
it 2 ~
(1) = “kf )” vr| < B ju] < k2

is found. Similarly, for ¢ € [—a, 0]

|1/)k|

o) = |2 (cosut = s )| < P 120 < Tk

|uy, (t)] = Vi tix (sin pupt + g cos ppt)| < %z}k' 14 p; < Agk? ||
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is obtained. From (3.9)
il (6)] = g, [ (0)] < Ask® [yl

here, Zj (j =1,2,3,4) are positive constants. When t € [0, 5] and ¢ € [—,0],
for the functions wu(t), up (), ui(t) (4.2), (4.3) inequalities are found from the
obtained assessments. The proof is completed.

O

Applying Lemma 3.1, the series (4.1) and the first order derivatives of (4.1)
in the closed region D, the second order derivatives of (4.1) appropriately in D,
and D_ with the assessments according to the (4.2), (4.3) can be limited from
above below the following series:

A SR (4.4)
k=1

Now let us obtain assessments for 1)y.

Lemma 4.2. ¢ € C*[0,4] and let boundary conditions are satisfied. Then,

o
Vg = PR keZ", (4.5)

> [o] < o]
k=0

Proof. Let take account the integral (3.14):

(4.6)

L2(0,1)

up(—a) = / u(z, )Y (z)dz = / ()Y () = .
According to the (3.1)
1 1 1 .y
v= [ v = / Y)Y (@) de.

By integrating twice successively and taking consider the conditions of lemma,
we find

I 1
=y [ W @Yilonds = -l (47)
Ky Jo H
As a result of the following similar process we obtain
@__1 [ @ L@
Ky Jo Ky

Putting (4.8) into (4.7) we obtain the formula (4.5).
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According to the condition of lemma 7/1124) € C[0,1], then according to the
Fourier series theorem > -, le|? is convergent and (4.6) Bessel inequality is
hold. The proof is completed. O

Under the conditions Lemma 4.2, (4.4) is bounded from above below the
following numeric series:

IS (49)
k=1

Therefore, since (4.9) is convergent and according to the Weierstrass criterion,
(4.1) series

u(z,t) = Zu;(t)Xk(m), t >0, (4.10)
k=1

u(w,t) = Y up () Xp(x), t <0, (4.11)
k=1

Ugr (,1) = Y up(H) X} (), t <0, (4.12)
k=1

series are absolute and uniform convergent appropriately in closed D, and D_
regions. Hence, the sum of (4.1) series u(x,t) € Q, then the condition (1.6)
holds. Substituting (4.1), (4.10), (4.11), (4.12) into (1.1);

Up — Ugy = Z [u), () Xk (z) —up () Xf ()] =0, t >0,
k=1

wie — iz = 3 W0 Xa(e) — un()XL(@)] =0, 1 <0,
k=1

are obtained. Then (3.1) satisfied the equation (1.1). As a result, below the
following theorem is proved.

Theorem 4.1. There exists only one solution of (1.1)-(1.6) boundary problem
and defined with the series (3.1).

We note that, let « is a rational number, for a k = p = ky ko, ..., kn, if 6(p) = 0,
the necessary and sufficient condition to be solvable of the problem (1.1)-(1.6
is

Yy = /0 P(z)Yi(x)dx =0, (4.13)
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where 1 < k1 < ko < ... <k, < ko, ki, i =1,2,...,m, m € NT given numbers.
In that case the solution is defined with the form as:

k1—1 kpm—1 oo O©
wt) = Dot DoAY | uOXe(@) + Y Byup(a, ).
k=1 k=km_1+1 P

(4.14)

In the last term the number p takes the values k1, ko, ..., kn,, B, is arbitrary

constant, u,(z,t) function is expressed as formula (3.15) such as if at the left

side of the (4.14) upper bounds is less than lower bounds, this term is equal to
Zero.

5. THE STABILITY OF THE SOLUTION

As the stability of the solution of the boundary value problem (1.1)-(1.6),
according to the function that is given initial, let us obtain assessments. Before
this, we define below the following norms:

1 2
2
e ( [ 1tz dx) e, o, = max u(z, 1)
0
Theorem 5.1. For the u(z,t) € Q solution of the boundary value problem
(1.1)-(1.6) below the following inequality holds:
lu(@, Dllc@) < MY (@), »
here M > 0 and doesn’t depend on (x).

Proof. Let (z,t) € D be any point. From the statement of X () it is obtained
that | X (z)| < My > 0, M; is constant. According to the Cauchy-Schwartz
inequality

ju(, 1)

IN

Z\uk | Xk ()] < M1Zk k| < M2 ‘1/)(2)‘ <

IN

Mo (;é) <Z‘wk ‘) < M3 ||¢”( )HL2(0,1)a (5-1)

here M;, i =1,2,3 positive constants. The proof is completed.
d
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