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Abstract  

Community detection decomposes large-scale, complex networks ‘optimally’ into sets of 

smaller sub-networks. It finds sub-networks that have the least inter-connections and the most 

intra-connections. This article presents an efficient community detection algorithm that detects 

community structures in a weighted network by solving a multi-objective optimization problem. 

The whale optimization algorithm is extended to enabe it to handle multi-objective optimization 

problems with discrete variables and to solve the problems on parallel processors. To this end, the 

population’s positions are discretized using a transfer function that maps real variables to discrete 

variables, the initialization steps for the algorithm are modified to prevent generating unrealistic 

connections between variables, and the updating step of the algorithm is redefined to produce 

integer numbers. To identify the community configurations that are Pareto optimal, the non-

dominated sorting concept is adopted. The proposed algorithm is tested on the Tennessee Eastman 

process to show its application and performance. 
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1. Introduction 

Real-world networks are complex and large scale, represent very interacting entities, and 

generate diverse types of data. Biological networks 1, power networks 2, chemical process control 

3-6, and many others 7-9 are some examples of complex networks. Moreover, modern manufacturing 

plants are increasingly integrated 10, leading to structural and computational complexities. In recent 

years the problem of decomposing a large complex network into a set of interacting small networks 

that adequately capture the interactions of the original large network has received great attention 

in many engineering and science fields11-14. 

An important problem in complex networks is to detect communities accurately 1. Consider a 

subset of nodes (variables) in a network. If the variables in this subset have more interactions with 

each other than with the rest of the network, then the subset is called a community. The process of 

identifying these communities is called community detection. Recently, many powerful methods 

have been introduced for community detection in large-scale networks. A comprehensive review 

of existing methods can be found in Ref. 15.  Among these methods, modularity optimization has 

been used most for detecting communities in complex networks 16.  

Community detection based on optimizing a modularity function is considered as an NP-hard 

problem 17. To solve this optimization problem, different metaheuristic algorithms, from 

evolutionary-based algorithms to swarm-based algorithms, have been adopted 12, 18-22. The 

algorithms optimize a single-objective or a multi-objective function 12. Obviously, the 

computational efficiency of each community detection method depends on the optimization 

problem solver that the community detection method uses.  

  Single-objective community detection methods have received significant attention. Tasgin 

et al. 22 employed the genetic algorithm (GA) to optimize modularity in complex networks. Unlike 

traditional methods like partitional clustering, their approach does not require the number of 

communities in advance 22.  Cai et al. 18 adopted a particle swarm optimization (PSO) algorithm 

to partition a signed network (i.e., a network with both positive and negative links). Differential 

evolution (DE) 20, a hybrid algorithm based on PSO and extremal optimization 21, a discrete bat 

algorithm (BA) 19, artificial bee colony swarm optimization 23, and several other metaheuristic 

algorithms have been used in community detection. A comparative analysis of metaheuristic 

algorithms in community detection can be found in Ref. 24, 25.   
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The inability of single-objective community detection methods in detecting multiple 

potential communities has motivated the use of multi-objective community detection methods 26. 

A multi-objective community detection method typically considers two objective functions, one is 

used to maximize the intra-connection, and the other to minimize the inter-connection. A Pareto 

dominance approach 27, 28 or a decomposition approach 29-31 has mostly been used to solve the 

multi-objective optimization problems. 

Apart from choosing an appropriate optimization problem solver, creating a precise graph 

which models and indicates the relation and intensity between different nodes in the network, is 

important in identifying communities. In graph theory, the impact of variables on each other is 

reflected by setting a weight on each edge of the graph. Studies have shown that the strength of 

the interaction in real networks is an essential parameter in partitioning, especially for dense 

networks 32. Depending on the application, there are different approaches for evaluating edge 

weights, which may be practical or impractical depending on the specific case under consideration 

1, 33. 

As computational problems involved in detecting communities in the real-world networks 

are nonconvex and large scale, the computational efficiency of methods applied to these problems 

is of importance. This points to the importance of developing and implementing parallel 

algorithms. Among existing community detection methods, only a few have been implemented in 

parallel 34, 35.  

In this article, we propose a multi-objective community detection algorithm that uses the 

concept of community structure 1 to decompose a large-scale network into multiple sub-networks. 

We formulate community detection as a multi-objective optimization problem. We employ the 

concept of weighted modularity 36 to conduct partitioning and identify the communities. The 

strength of the interaction between each pair of nodes is determined by conducting sensitivity 

analyses. Given that WOA has been shown to be suitable for optimizing the composite 

mathematical functions (those with local optima) due to the simultaneous balance between 

exploration and exploitation phase, we extend the WOA to solve community detection multi-

objective optimization problems with discrete variables. The extension involves: redefining the 

population’s position vectors in a discrete form by using a transfer function that maps real variables 

to discrete variables; modifying the initialization steps for the algorithm to prevent generating 

unrealistic connections between variables; and redefining the updating step of the algorithm to 
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produce integer numbers.  We use the non-sorting genetic algorithm (NSGA)-II 27 to generate a 

list of non-dominated solutions. To the best of our knowledge, this work is the first attempt to 

solve community detection as a multi-objective optimization problem using discrete WOA and 

apply the algorithm to complex network clustering like process industry problems. We use the 

inherently parallel nature of WOA to address the slow speed of the convergence of the existing 

community detection algorithms, especially for large-scale networks. The proposed algorithm is 

applied to the Tennessee Eastman which has been used extensively as a benchmark in chemical 

engineering. 

The article proceeds as follows. Section 2 reviews some necessary preliminaries relevant 

to this work. Section 3 describes the proposed community detection method.  Section 4 shows the 

implementation of the proposed method on the Tennessee Eastman process. The article ends with 

concluding remarks.   

 

2. Preliminaries 

Before describing our proposed method, we briefly review some necessary basic 

terminologies and concepts in community detection.  

 

2.1. Community Detection  

A network can be presented by a graph 𝐺 =  (𝑉, 𝐸), where 𝑉 is a set of nodes (also 

called vertices), and 𝐸 is a set of links (also called edges).  

 Definition 1 37. Each graph can be described by an 𝑛 × 𝑛 matrix, called adjacency matrix, 

where 𝑛  stands for the number of nodes of the graph.  The 𝑖𝑗th element of an adjacency matrix 

𝐴 in  a directed graph, 𝐴𝑖𝑗 , takes a non-zero real value, if the ith variable affects the jth variable.  

It is set to zero, if the ith variable does not affect the jth variable. Note that a variable can affect 

itself. In an unweighted graph, each of these elements takes a value of 1 or 0.  

 Definition 2 37.  The degree of a node 𝑖, dented by  𝑘𝑖,  is the number of links associated 

with the node 𝑖. In a directed graph, every node has an in-degree and an out-degree. In directed 

graphs,  the in-degree of a node 𝑖, denoted by 𝑘𝑖
𝑖𝑛, is the number of links directed towards the node 

𝑖 (number of variables that affect the variable 𝑖): 𝑘𝑖
𝑖𝑛 = ∑ 𝐴𝑗𝑖𝑗∊𝑉 ,  and the out-degree of a node 𝑖, 

denoted by 𝑘𝑖
𝑜𝑢𝑡 ,  is the number of links directed from node 𝑖 (number of variables that are affected 

by the variable 𝑖): 𝑘𝑖
𝑜𝑢𝑡 = ∑ 𝐴𝑖𝑗𝑗∊𝑉 .  

https://en.wikipedia.org/wiki/Vertex_(graph_theory)
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Definition 3 37.  A community is a group of nodes whose intra-connections are stronger 

than their inter-connections. For a sub-network 𝑆, 𝑆 ⊂ 𝑉 , the number of links connecting node 𝑖 

in the sub-network 𝑆 to other nodes in the same sub-network,  𝑘𝑖,𝑆
𝑖𝑛  = ∑ 𝐴𝑖𝑗𝑗∊𝑆 . The number of 

links connecting  node 𝑖 in the sub-network 𝑆 to the nodes that do not belong to 𝑆,  𝑘𝑖,𝑆
𝑜𝑢𝑡  =

∑ 𝐴𝑖𝑗 𝑗∉𝑆 . According to the definition of a community, a subnetwork 𝑆 is a “community in a strong 

sense”, if  ∀ 𝑖 ∈ 𝑆, 𝑘𝑖,𝑆
𝑖𝑛 > 𝑘𝑖,𝑆

𝑜𝑢𝑡 , and it is a “community in a weak sense”, if  ∑ 𝑘𝑖,𝑆
𝑖𝑛  𝑖∊𝑆 > ∑ 𝑘𝑖,𝑆

𝑜𝑢𝑡
𝑖∊𝑆 .     

 

2.2. Multi-objective Optimization 

 A multi-objective optimization problem involves several (often conflicting) objective 

functions that should be optimized simultaneously. Multi-objective optimization allows for 

analyzing tradeoffs among competing objectives and generating a set of solutions. It may have no 

single solution that optimizes all objective functions; as one objective improves, another 

deteriorates. A multi-objective optimization problem can be represented by min
𝑧

𝐹(𝑧) =

{𝑓1(𝑧), ⋯ , 𝑓𝑝(𝑧)}, where 𝑧 ∈ 𝑍 ⊂ 𝑅𝑛𝑧   is the vector of decision variables, and 𝑓1(𝑧), ⋯ , 𝑓𝑝(𝑧) are 

objective functions.  

 Definition 4 38. In a minimization problem, a decision vector  𝑧𝐴 ∈ 𝑍   is said to dominate 

a decision vector  𝑧𝐵 ∈ 𝑍,  if for every 𝑖 ∈ {1, ⋯ , 𝑝}, 𝑓𝑖 (𝑧𝐴) ≤ 𝑓𝑖 (𝑧𝐵) and if there is a 𝑗 ∈

{1,2, ⋯ , 𝑝},  𝑓𝑗 (𝑧𝐴) < 𝑓𝑗 (𝑧𝐵).  

 Definition 5 38.  A decision vector 𝑧∗ ∈ 𝑍  is the Pareto optimal or nondominated solution, 

if it is not dominated by any other solutions.  

 Definition 6 39. A Pareto front is the set of all nondominated solutions at which no objective 

function can be improved without sacrificing another objective function. 

 

2.3. Modularity Function 

Modularity has been used widely in graph partitioning. It is defined as “the difference 

between the fraction of edges within communities in the network and the expected fraction of such 

edges, which are randomly distributed” 16. Mathematically, modularity for directed and 

unweighted graphs is defined as 16: 

𝑄𝑑𝑖𝑟 =
1

𝑚
∑ ∑ [𝐴𝑖𝑗 −  

𝑘𝑖
𝑖𝑛𝑘𝑗

𝑜𝑢𝑡

𝑚
]

𝑗𝑖

 𝛿(𝑐𝑖 , 𝑐𝑗)                                                (1) 
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where 𝑚 = ∑  𝑘𝑖
𝑖𝑛

𝑖∊𝑉 = ∑  𝑘𝑖
𝑜𝑢𝑡

𝑖∊𝑉 = ∑ ∑ 𝐴𝑖𝑗𝑗𝑖   stands for the total number of links in the network,  

𝑐𝑖  is the community of node 𝑖, and δ is the Kronecker delta symbol. If both 𝑖 and 𝑗 belong to the 

same community, δ is equal to 1; otherwise, it is zero. The definition implies that a good partition 

has a large modularity value. 

 

2.4. Whale Optimization Algorithm  

The WOA is a swarm-based metaheuristic algorithm inspired by the hunting behavior of 

humpback whales 40. Humpback whales have a particular method in hunting named bubble-net 

feeding 41, which hunt a group of small fish on the surface by making unique bubbles “along a 

circular path or ‘9’ shaped path”. Like other population-based metaheuristic optimization 

algorithms, the WOA has an exploration and an exploitation phase. To formulate this method 

mathematically, the hunting mechanism of humpback whales was divided into three phases: 

shrinking encircling prey, spiral updating, and searching for prey. The first two phases handle the 

exploitation phase, and the last phase does the search. 

 

2.4.1. Encircling Prey 

The algorithm initially assigns random positions (of dimension 𝑛𝑧) to 𝜃 whales (𝜃 is set by 

the user) and evaluates the cost function at the 𝜃 positions. 𝑛𝑧 is the number of decision variables 

in the optimization problem. It compares these cost function values and chooses the whale, whose 

position has the lowest cost function value (in a minimization problem), as the leader.  It then 

updates the positions of the whales,  𝑧1, ⋯ , z𝜃, based on the position of the leader whale, using: 

𝑧𝑗(𝑡 + 1) = 𝑧∗(𝑡) − 𝐴𝑗𝐷𝑗                                                          (2) 

where 𝑗 = 1, ⋯ , 𝜃,  𝑧𝑗(𝑡) is the position of the 𝑗th whale in the current iteration, 𝑧∗(𝑡) is the position 

of the leader whale in the current iteration, 𝑡 represents the current iterations. 

𝐷𝑗 = [|𝐶𝑗𝑧1
∗(𝑡) − 𝑧1

𝑗(𝑡)| ⋯ |𝐶𝑗𝑧𝑛𝑧
∗ (𝑡) − 𝑧𝑛𝑧

𝑗 (𝑡)|]
𝑇
                                (3) 

𝐴𝑗 = 2 𝑎 𝑟1
𝑗

− 𝑎                                                                                       (4) 

  𝐶𝑗 = 2 𝑟2
𝑗
                                                                                                 (5) 

Here, |𝑥| is the absolute value of a scalar 𝑥,  𝑎𝑗 linearly decreases from 2 to 0 with the iterations 

according to: 
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𝑎 = 2 (1 −
𝑡

𝑡𝑚𝑎𝑥
)                                                                           (6) 

to keep a balance between exploration and exploitation search, and  𝑟1
𝑗
  and 𝑟2

𝑗
 are random variables 

with uniform distributions in the interval [0, 1].  𝑡𝑚𝑎𝑥 is the maximum number of iterations. Once 

the positions of the whales in the next iteration, 𝑧1(𝑡 + 1), ⋯ , 𝑧𝜃(𝑡 + 1), are calculated, the whale 

position at which, the cost function has the lowest value is chosen as  𝑧∗(𝑡 + 1), which is the 

position of the leader whale in the next iteration.  

2.4.2. Bubble-net Attacking  

To describe hunting by humpback whales mathematically, the WOA considers two 

mechanisms called shrinking encircling and spiral updating. An equal probability is assigned to 

each mechanism to update the position of individual whales in each iteration according to:  

𝑧𝑗(𝑡 + 1) = {  
𝑧∗(𝑡) − 𝐴𝑗𝐷𝑗                        if 𝑃𝑗 < 0.5              (𝑎)  

�̅�𝑗𝑒𝑏𝑙 cos(2𝜋𝑙) + 𝑧∗(𝑡)        if 𝑃𝑗 ≥ 0.5             (𝑏)    
                            (7)   

where 

�̅�𝑗 = [|𝑧1
∗(𝑡) − 𝑧1

𝑗(𝑡)| ⋯ |𝑧𝑛𝑧
∗ (𝑡) − 𝑧𝑛𝑧

𝑗 (𝑡)|]
𝑇
, 

𝑃𝑗 is a random variable with a uniform distribution in the interval [0, 1], which models the 

shrinking encircling and spiral updating mechanism for the 𝑗th whale.  𝑏 (usually set to 1) is a 

constant number that specifies the shape of the logarithmic spiral, and 𝑙 is a random variable with 

a uniform distribution in the interval [−1, 1].   When 𝑃𝑗 < 0.5, the decrease of 𝑎 with each iteration 

allows for modeling the shrinking encircling mechanism. When 𝑃𝑗 ≥ 0.5, the expression that 

includes the cosine function, models the helix-shaped movement of whales.   

 

2.4.3. Searching for Prey 

This step is considered as an exploration stage aimed to expand the search by forcing the 

whales to move away from each other. In fact, this step attempts to achieve good coverage of the 

whole search space. The exploration phase is carried out using: 

  𝑧𝑗(𝑡 + 1) = �̃�(𝑡) − 𝐴𝑗�̿�𝑗                                                                              (8)                    

�̿�𝑗 = [|𝐶𝑗�̃�1(𝑡) − 𝑧1
𝑗(𝑡)| ⋯ |𝐶𝑗�̃�𝑛𝑧

(𝑡) − 𝑧𝑛𝑧

𝑗 (𝑡)|]
𝑇

                                (9) 

where �̃�(𝑡) is selected randomly from the pool of the current positions of the whales.  
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2.4.4. Implementation of the Whale Optimization Algorithm 

The WOA starts with randomly positioned whales. The position of 𝑗th whale is updated 

using Eq.(7) when |𝐴𝑗| ≤ 1 and Eq.(8) when |𝐴𝑗| > 1. The WOA ends when a termination 

condition set by the user is satisfied.   

 

3. Community Detection Method 

 This section describes our algorithm for community detection in process industries. 

Decomposing large-scale plants into small sub-systems is of interest for distributed control, real-

time optimization, process synthesis and design, state estimation, and model-predictive safety, 

among others.  To develop a community detection method suitable for these applications, 

community detection is formulated as a multi-objective optimization problem based on a state-

space model. The multi-objective formulation allows for generating multiple configurations in the 

order of their modularity amounts. The availability of multiple configurations provides the user 

with multiple choices to select from. For example, in the distributed control application, sub-

systems with maximum modularity may not pass the controllability test, and in distributed state 

estimation, sub-systems with maximum modularity may not pass the observability test. In these 

cases, the multi-objective optimization formulation allows for selecting a configuration that has 

adequate observability/detectability and high modularity. Unlike commonly used methods such as 

partitional clustering and hierarchical clustering which become computationally expensive when 

the dimension of the system increases, the proposed algorithm takes advantage of the fast 

convergence and parallelization feature of WOA. As the original version of WOA was designed 

for single-objective optimization problems with continuous variables, we modify the original 

version of WOA to make it suitable for handling multi-objective optimization problems with 

discrete variables. We also adopt the non-dominated sorting algorithm of NSGA-II to generate 

non-dominated set of solutions.   

 

3.1. Objective Function 

 In many real-world networks, the connection between each pair of nodes (variables) is not 

binary (i.e., a link between two nodes is either present or not). Furthermore, a binary connection 

does not provide useful information about a network and may affect the optimal topology in 

community detection. To address this, the strength (sensitivity) of each link (a variable to another 
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variable) is accounted for in the form of a weight on the link. Hence, the modularity for directed 

networks, described in Eq.(1), was generalized to weighted modularity, 𝑄𝑤, given by 36:   

𝑄𝑤 = 𝑄1 − 𝑄2                                                         (10) 

where 

𝑄1 =
1

𝑊
∑ ∑ 𝑤𝑖𝑗

𝑗𝑖

 𝛿(𝑐𝑖 , 𝑐𝑗),            𝑄2 =
1

𝑊
∑ ∑  

𝑤𝑖
𝑜𝑢𝑡𝑤𝑗

𝑖𝑛

𝑊
𝑗𝑖

 𝛿(𝑐𝑖 , 𝑐𝑗) 

 𝑤𝑖𝑗 is the ijth element of weighted adjacency matrix, 𝑤𝑖
𝑜𝑢𝑡 = ∑ 𝑤𝑖𝑗𝑗 , 𝑤𝑗

𝑖𝑛 = ∑ 𝑤𝑖𝑗𝑖  , and W =

∑ 𝑤𝑖
𝑜𝑢𝑡

𝑖 = ∑ 𝑤𝑗
𝑖𝑛

𝑗 = ∑ ∑ 𝑤𝑖𝑗𝑗𝑖 . The goal of optimization in community detection is to maximize 

𝑄𝑤, which consists of two conflicting objective functions, 𝑄1 and 𝑄2.  Maximizing 𝑄𝑤 requires 

maximizing intra-connections in every sub-graph (𝑄1) and minimizing the inter-connections 

between sub-graphs (𝑄2). 

 

3.2. Problem Formulation and Development of Weighted System Digraph  

 To identify communities in a network, the digraph of the entire network should be 

constructed. Decomposition methods based on graph theory typically use a state-space model of 

the network under consideration: 

{
𝑥(𝑘 + 1) = 𝑔(𝑥(𝑘), 𝑢(𝑘)) 

 𝑦(𝑘) = ℎ(𝑥(𝑘))       
                                                         (11) 

where 𝑥 ∈ ℝ𝑛𝑥 is the vector of state variables, 𝑢 ∈ ℝ𝑛𝑢 is the vector of input variables,  𝑦 ∈ ℝ𝑛𝑦 

is the vector of output variables, and 𝑔 and ℎ are smooth vector functions. The variables are 

assumed to be normalized; they are dimensionless and take a value in [0, 1]. For example, 𝑥𝑖 =

(𝜇𝑖 − 𝜇𝑖,𝑚𝑖𝑛)/(𝜇𝑖,𝑚𝑎𝑥 − 𝜇𝑖,𝑚𝑖𝑛), where 𝜇𝑖 is the original state variable with a dimension, 𝜇𝑖,𝑚𝑖𝑛 is 

the lowest value that 𝜇𝑖 takes, and 𝜇𝑖,𝑚𝑎𝑥 is the highest value that 𝜇𝑖 takes. Based on this state-

space model, as in Ref.42, a digraph with nodes consisting of the state variables 𝑥1, ⋯ , 𝑥𝑛𝑥
 , input 

variables 𝑢1, ⋯ , 𝑢𝑛𝑢
, and outputs 𝑦1, ⋯ , 𝑦𝑛𝑦

 can be developed. The connection between each pair 

of variables is classified into three types 43: input to state variable links (𝑢𝑖 , 𝑥𝑗), state to state 

variable links (𝑥𝑖 , 𝑥𝑗), and state to output variable links (𝑥𝑖 , 𝑦𝑗). Note that there are no links between 

input variables (𝑢𝑖 , 𝑢𝑗), between output variables (𝑦𝑖 , 𝑦𝑗), or between input and output variables 

(𝑢𝑖 , 𝑦𝑗).  
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 We quantify the strength of the interaction between each pair of variables by conducting 

sensitivity analyses based on the state-space model of Eq. (11). The sensitivity of one variable to 

another variable is obtained by taking the partial derivative of the first variable with respect to the 

second variable and evaluating the partial derivative at the desired steady-state (ss) conditions 

(�̅�1, �̅�2, … , �̅�𝑛𝑥
, �̅�1, �̅�2, … , �̅�𝑛𝑢

): 

𝑆𝑖𝑗 =
𝜕𝑔𝑗   

𝜕𝑢𝑖
|

𝑠𝑠

,     𝑆�̅�𝑗 =
𝜕𝑔𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

,   𝑆�̿�𝑗 =
𝜕ℎ𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

                                      (12) 

where 𝑆𝑖𝑗 is a measure of the sensitivity of  𝑥𝑗 to 𝑢𝑖,  𝑆�̅�𝑗 a measure of the sensitivity of  𝑥𝑗 to 𝑥𝑖, 

and 𝑆�̿�𝑗 a measure of the sensitivity of  𝑦𝑗 to 𝑥𝑖.  

When a delay-free mathematical model in the following form is available: 

{
�̇�(𝑡) = 𝐺(𝑥(𝑡), 𝑢(𝑡)) 

𝑦(𝑡) = 𝐻(𝑥(𝑡))          
 

where all variables (𝑥, 𝑢, 𝑦, 𝑡) are normalized, 

𝑆𝑖𝑗 = 𝑇
𝜕𝐺𝑗   

𝜕𝑢𝑖
|

𝑠𝑠

,     𝑆�̅�𝑗 = 𝑇
𝜕𝐺𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

,   𝑆�̿�𝑗 =
𝜕𝐻𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

 

where 𝑇 is the time-discretization step size (sampling period), which is assumed to be sufficiently 

small. As an example, the derivation of 𝑆�̅�𝑗 is as follows: 

∫ 𝑑𝑥𝑗 = ∆𝑥𝑗

𝑥𝑠𝑠,𝑗+∆𝑥𝑗

𝑥𝑠𝑠,𝑗

= ∫ 𝐺𝑗(𝑥𝑠𝑠 + ∆𝑥̅̅̅̅
𝑖 , 𝑢𝑠𝑠)𝑑𝑡

(𝑘+1)𝑇

𝑘𝑇

 

where ∆𝑥̅̅̅̅
𝑖  is  of a vector of dimension 𝑛𝑥 whose elements are all zero except for the ith element 

∆𝑥𝑗. When 𝑇 is sufficiently small, using the first-order truncated Taylor series expansion of 

𝐺𝑗(𝑥, 𝑢) around (𝑥𝑠𝑠, 𝑢𝑠𝑠): 

∫ 𝐺𝑗(𝑥𝑠𝑠 + ∆𝑥̅̅̅̅
𝑖 , 𝑢𝑠𝑠)𝑑𝑡

(𝑘+1)𝑇

𝑘𝑇

≈ 𝐺𝑗(𝑥𝑠𝑠, 𝑢𝑠𝑠)𝑇 + ∫
𝜕𝐺𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

∆𝑥𝑖𝑑𝑡 =
(𝑘+1)𝑇

𝑘𝑇

 

𝜕𝐺𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

∆𝑥𝑖 ∫ 𝑑𝑡 = ∆𝑥𝑖

𝜕𝐺𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

𝑇
(𝑘+1)𝑇

𝑘𝑇

 

Thus,  

∆𝑥𝑗 = ∆𝑥𝑖

𝜕𝐺𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

𝑇,            𝑆�̅�𝑗 =
∆𝑥𝑗

∆𝑥𝑖
= 𝑇

𝜕𝐺𝑗   

𝜕𝑥𝑖
|

𝑠𝑠

 

The results of the sensitivity analysis are presented in the form of the matrix  [𝑆𝑖𝑗]: 
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  𝑢1 … 𝑢𝑛𝑢 𝑥1 … 𝑥𝑛𝑥 𝑦1 … 𝑦𝑛𝑦 

 𝑢1 0 … 0 𝑆11 … 𝑆 1𝑛𝑥
 0 … 0 

 ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ 

 𝑢𝑛𝑢 0 … 0 𝑆𝑛𝑢1  … 𝑆𝑛𝑢𝑛𝑥  0 … 0 

 

[𝑆𝑖𝑗] = 
𝑥1  0 … 0 𝑆1̅1 … 𝑆 ̅1𝑛𝑥 

  𝑆1̿1 … 𝑆1̿𝑛𝑦 
 

 ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ 

 𝑥𝑛𝑥  0 … 0 𝑆�̅�𝑥1  … 𝑆�̅�𝑥𝑛𝑥
 𝑆�̿�𝑥1  … 𝑆�̿�𝑥𝑛𝑦  

 𝑦1  0 … 0 0 … 0 0 … 0 

 ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ 

 𝑦𝑛𝑦 0 … 0 0 … 0 0 … 0 

 

In this work, we use the relation: 

𝑤𝑖𝑗 = {
|(log |𝑆𝑖𝑗|)|,             𝑆𝑖𝑗 ≠ 0  

0,                               𝑆𝑖𝑗 = 0
,         𝑖, 𝑗 = 1, ⋯ , (𝑛𝑥 + 𝑛𝑢 + 𝑛𝑦) 

to assigning a weight to each link. The logarithm is taken to scale the range of the weight, as in 

Ref. 44. The second absolute value is taken to make sure all assigned weights are positive. 𝑆𝑖𝑗 = 0 

implies that there is no link between the two variables and therefore 𝑤𝑖𝑗 = 0. 

 

3.3. Multi-Objective Whale Optimization Algorithm 

 Several multi-objective optimization algorithms have been used in community detection. 

They include metaheuristic algorithms such as GA 45, 46, ant colony algorithm 29, and PSO 47, 48. In 

this paper, we detect communities of the large-scale networks by using a WOA based on the 

nondominated sorting framework. The WOA has been found to show better performance in terms 

of convergence speed and accuracy than algorithms such as PSO, GA, and DE 40, 49, 50.  Moreover, 

the WOA has fewer tunable parameters than other metaheuristic algorithms. 

 In order for the WAO to handle the multi-objective optimization problems, WAO should 

be extended as its original form is for single-objective optimization problems. In this work, we 

apply the fast non-dominated sorting method 27 to generate the list of non-dominated solutions. To 

expand and implement the fast non-dominated sorting method, two important features, including 

the crowding distance and the non-dominated sorting mechanism, should be incorporated into the 
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WOA. In fast non-dominated sorting, a comparison between each solution with every single 

solution is made to check if it is dominated or not. This comparison is made for all individuals to 

find the members of the first rank. This procedure is repeated to find other non-dominated fronts 

(rank two or more). Solutions with lower non-dominated ranks are preferred over others.  

 Apart from convergence to the Pareto-optimal set, the solutions should be diverse (should 

spread along the Pareto optimal front). To ensure the diversity, the crowding distance mechanism 

reported in 27 is used. Crowding distance is generally used when we cannot decide the priority 

between the solutions in the same front. In this situation, the solution with a higher crowding 

distance should be preferred as these solutions maintain diversity among generated nondominated 

solutions. To calculate the crowding distance, first 𝜗 solutions in the Pareto front are sorted in 

descending order in terms of their objective functions, 𝑓1(𝑧), ⋯ , 𝑓𝑝(𝑧). Let the order be: 

𝑧1
𝑖 , ⋯ , 𝑧𝜗

𝑖  for 𝑓𝑖(𝑧). The two solutions that yield the smallest and largest values of an objective 

function 𝑓𝑖(𝑧) are denoted by 𝑧𝑚𝑖𝑛
𝑖  and 𝑧𝑚𝑎𝑥

𝑖 ; that is, 𝑧𝑚𝑖𝑛
𝑖 = 𝑧𝜗

𝑖  and 𝑧𝑚𝑎𝑥
𝑖  =  𝑧1

𝑖 . The crowding 

distances of 𝑓1(𝑧), ⋯ , 𝑓𝑝(𝑧) are then calculated using:  

𝐶𝐷𝑞𝑖 =
𝑓𝑖( 𝑧𝑞+1

𝑖 ) − 𝑓𝑖( 𝑧𝑞−1
𝑖 )

𝑓𝑖(𝑧𝑚𝑎𝑥
𝑖 ) − 𝑓𝑖(𝑧𝑚𝑖𝑛

𝑖 )
         𝑞 = 2, ⋯ , (𝜗 − 1)                           (13) 

The overall crowding distance is the sum of all individual distances: 

𝐶𝐷𝑞 = ∑ 𝐶𝐷𝑞𝑖

𝑝

𝑖=1

                                                                       (14) 

 

3.3.1. Initialization Phase 

Our proposed multi-objective whale optimization algorithm requires an initial solution to 

start. We generate the initial solution by using the locus-based adjacency representation (LAR) 

with some modifications 51. In LAR, the position of each whale has a dimension of 𝑛𝑧, represented 

by 𝑛𝑧 genes {𝐺1, ⋯ , 𝐺𝑛𝑧
}, where 𝑛𝑧 indicates the number of nodes. As an example, consider the 

network shown in Figure 1(a). Each gene 𝑖  is connected randomly to one of its neighbors and 

takes a value between 1 to 𝑛𝑧 (table in Figure 1). Since the random initialization mechanism in 

LAR may produce unrealistic links that do not exist in the real network, we modify LAR by 
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applying the ordered neighbor list 52. This modification 

limits the pool of neighbors that can be connected randomly 

to each gene 𝑖,  to those that are really connected to gene 𝑖 

(Table 1). Based on this random realistic initial arrangement, 

the modified LAR determines communities, as shown in 

Figure 1(c). 

 

3.3.2. Updating Population Position 

The multi-objective optimization problems in 

community detection require optimization solvers that can 

handle variables that take integer numbers. Existing binary 

WOA versions 53, 54 are not suitable for this class of 

optimization problems.  To address this limitation, we propose and use the following approach to 

discretize and update the position of each whale:  

𝑇(𝑧𝑖
𝑗
(𝑡)) = |

1 − exp(−𝑧𝑖
𝑗
(𝑡))

1 + exp(−𝑧𝑖
𝑗
(𝑡))

| ,     𝑖 = 1, ⋯ , 𝑛𝑧                                     (15) 

𝑧𝑖
𝑗
(𝑡 + 1) = {

𝛼 ,      if 𝜆 < 𝑇(𝑧𝑖
𝑗
(𝑡))  and  𝑘𝑖 > 1          

𝑧𝑖
𝑗
(𝑡),       otherwise                                      

                        (16)           

Table 1: Order neighbor list for 

the example shown in Figure 1(a). 

Node No. Order neighbor list 

1 2 3 4  

2 1 3   

3 1 2   

4 1 5 6  

5 4 6 7 8 

6 4 5 7  

7 5 6   

8 5 9 10  

9 8 10   

10 8 9   

 

 

 

 

 

 

Position 1 2 3 4 5 6 7 8 9 10 

Genotype 3 1 2 6 6 5 5 9 10 8 

(a)                                                                                  (b) 

Figure 1: (a) An actual network. (b) The neighbor initially connected to each gene by LAR. 

(c) The community structure found by modified LAR. 
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where 𝑧𝑗 is the position of whale 𝑗 in the continuous space, and 𝑧𝑗 is a positive integer, which 

indicates the position of whale 𝑗 in the discrete space. 𝜆 is a predefined threshold varying between 

0 and 1, which allows nodes to replace their current connection (neighbor) with a new one if there 

is any neighbor around them. In this work, it is assumed to be 0.5. 𝛼 is one of the nodes connected 

to node 𝑖, which is chosen by random from the generated ordered neighbor list.  

 

3.3.3. Algorithm Main Loop   

 When a graph G representing a network N is created, the proposed algorithm starts from 

the initialization population described in Section 3.3.1. It then begins to optimize the two objective 

functions of Eq.(10) simultaneously to identify non-dominated solutions according to the non-

dominated sorting algorithm 27.  The position of each whale is compared with the positions of the 

other whales, and the non-dominated solutions (positions) are kept and ranked in an archive. Since 

we select a specific number of non-dominated solutions in the Pareto optimal front, these solutions 

should be selected such that they are diverse (spread along the front). To ensure that the solutions 

are diverse, a crowding distance is assigned to each solution. As a solution located in the less 

crowded region is preferred, a solution that has a higher crowding density is chosen. In every 

iteration, the position of each whale is updated using WOA equations. Solutions are calculated 

based on the updated positions, and the archive is updated accordingly. When the archive is 

updated, the best solution (leader) is chosen by random from the first Pareto front. It is worth 

pointing out that the leader is randomly chosen from the first Pareto front because there is no single 

best solution. This operation continues until a stopping criterion is satisfied. The results of this 

algorithm are solutions from the first Pareto front in the non-dominated list. Each of these 

generated solutions corresponds to the communities with different cluster numbers. To choose the 

best solutions among all of these non-dominated solutions,  we apply the modularity concept 16 

and evaluate the quality of generated clusters.  As stated before, a larger value of modularity (𝑄𝑤) 

indicates the better partitioning. Algorithm 1 is the pseudocode of the proposed non-dominated 

sorting multi-objective whale optimization algorithm for community detection problem. 
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3.4. Parallel Algorithm 

  Most existing metaheuristic optimization methods suffer slow convergence when dealing 

with large-scale problems. Besides, the efficiency of metaheuristic algorithms deteriorates due to 

the dimensionality of the problem. The performance of metaheuristic optimization algorithms 

strongly depends on the iteration number and population number.  Allocating the higher number 

to these parameters may increase the accuracy of results obtained but requires a longer time to 

reach those results. Fortunately, due to the inherent parallel nature of these metaheuristic 

algorithms, the performance of these algorithms could be improved by exploiting this property. 

Algorithm 1: Multi-objective Whale Optimization Algorithm for Community Detection 

Input: Adjacency matrix of the network 

Output: Solution in the first Pareto front  

Begin: 

Set iteration number tCurrent = 0; 

Generate the ordered neighbor list 

Initialize N populations based on modified LAR  

Compute the objective functions using Eq (10) and choose the leader  

Store the nondominated vectors into an archive 

Sort individuals according to non-domination rank as described in Ref. 27 

Compute the crowding distance for each non-dominated solution stored in the archive 

 

While tCurrent < 𝑡Max Iter,  

for each whale do 

Update coefficients a, 𝐷𝑗, 𝐴𝑗, 𝑃𝑗 and l 

        If 1 (𝑃𝑗 < 0.5) then 

               If 𝟐 (|𝐴𝑗| < 1) then 

                    Update the position of the current whale by Eq. (7a) 

              Else if 2 (|𝐴𝑗| ≥ 1) 

                   Choose random whale, and update the position of the current whale by Eq. (8) 

              End if 2 

      Else if 1 (𝑃𝑗 ≥ 0.5) 

          Update the position of the current whale by Eq. (7.b) 

      End if 1 

Squash solution using Eq. (15) and update 𝑧𝑖
𝑗(𝑡 + 1) from Eq. (16)  

End for 

Calculate the whale cost function 

Sort whales according to non-domination rank  

Compute the crowding distance for each non-dominated solution stored in the archive 

Update archive  

Update leader by random from Front 1  

tCurrent  =  tCurrent  +  1 

End while 

Return to archive  

Until the maximum number of iterations is reached 
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Since the community detection problems are NP-hard 55 and their resolutions are CPU time-

consuming, we implement parallel computing to execute the algorithm. 

 The parallelization strategies applied to population-based metaheuristics algorithms can be 

classified into four models, named the master-slave model, coarse-grained model, fine-grained 

model, and hybrid model 56-58. In this paper, the algorithm is parallelized using the master-slave 

(MS) model due to its easy implementation and programming. The MS model has a master 

processor and a set of slave processors, as shown in Figure 2. Generally, in metaheuristic 

algorithms, the master processor is responsible for performing global search operations, while 

objective function evaluations are done by slave processors in parallel. In WOA, the master 

processor is responsible for the main unit of the algorithm which storing and updating all whales’ 

position to obtain new individuals, while slaves 

execute concurrent fitness evaluation. All tasks require 

intensive communication between the slave processors 

and the master processor. This parallel execution of 

WOA profoundly lowers the CPU time need to solve 

the multi-objective optimization problems. 

4. Case Study 

 The proposed community detection algorithm is tested on the Tennessee Eastman process 

(TEP) 59. The TEP consists of five main components: a reactor, a condenser, a centrifugal 

compressor, a vapor-liquid separator, and a stripper. A pipe and instrumentation diagram (P&ID) 

of the TEP is shown in Figure 3.                  

4.1. Process Model 

 A process model of the TEP is 59, 60: 

𝑑𝑁𝑖,𝑟

𝑑𝑡
= 𝑦𝑖,6𝐹6 − 𝑦𝑖,7𝐹7 + ∑ 𝜈𝑖𝑗

3

𝑗=1

𝑅𝑗          𝑖 = 𝐴, 𝐵, … , 𝐻                                                                (17) 

𝑑𝑁𝑖,𝑠

𝑑𝑡
= 𝑦𝑖,7𝐹7 − 𝑦𝑖,8(𝐹8 + 𝐹9) − 𝑥𝑖,10𝐹10         𝑖 = 𝐴, 𝐵, … , 𝐻                                                      (18) 

𝑑𝑁𝑖,𝑚

𝑑𝑡
= 𝑧𝑖,1𝐹1 + 𝑧𝑖,2𝐹2 + 𝑧𝑖,3𝐹3 + 𝑦𝑖,5𝐹5 + 𝑦𝑖,8𝐹8 + 𝐹𝑖

∗ − 𝑦𝑖,6𝐹6         𝑖 = 𝐴, 𝐵, … , 𝐻             (19) 

𝑑𝑁𝑖,𝑝

𝑑𝑡
= (1 − 𝜑𝑖)𝑥𝑖,10𝐹10 − 𝑥𝑖,11𝐹11         𝑖 = 𝐺, 𝐻                                                                           (20) 

 

Figure 2: MS model. 
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Here, the states variables, manipulated variables, and output variables are: 

 

𝑥𝑇 = [𝑁𝐴,𝑟 , 𝑁𝐵,𝑟 , … , 𝑁𝐻,𝑟 , 𝑁𝐴,𝑠, 𝑁𝐵,𝑠, … , 𝑁𝐻,𝑠, 𝑁𝐴,𝑚, 𝑁𝐵,𝑚, … , 𝑁𝐻,𝑚, 𝑁𝐺,𝑝, 𝑁𝐻,𝑝 ]                           (21) 

   
𝑢𝑇 = [𝐹1, 𝐹2, 𝐹3, 𝐹4, 𝐹8, 𝐹9, 𝐹10, 𝐹11, 𝑇𝑐𝑟, 𝑇𝑐𝑠 ]                                                                                         (22) 

 

𝑦𝑇 = [𝑦𝐴,6, 𝑦𝐵,6, … , 𝑦𝐹,6, 𝑦𝐴,9, 𝑦𝐵,9, … , 𝑦𝐻,9, 𝑥𝐺,11, 𝑥𝐻,11, 𝑉𝑙𝑟 , 𝑉𝑙𝑠, 𝑃𝑟 , 𝑃𝑠 ]                                          (23) 

 

where indices 𝑟, 𝑠, 𝑚, and 𝑝 stand for the reactor, separator, mixing zone, and stripper, 

respectively. 𝑁𝑖 is the molar holdup of component 𝑖. 𝐹𝑗 indicates the molar flow rate of stream 

𝑗, 𝑗 = 1, 2, … , 11  (𝑘𝑚𝑜𝑙/ℎ). 𝑇𝑐 is the temperature (℃). 𝑦𝑖,𝑗 is the mole fraction of component 𝑖 in 

vapor stream 𝑗. 𝑥𝑖,𝑗 is the mole fraction of component 𝑖 in liquid stream 𝑗. 𝑃 and 𝑉𝑙 are pressure 

and liquid volume, respectively. More details on the process model can be found in Ref. 60.  

4.2. TEP Graph Modeling 

The graph of the process is constructed based on the state-space model in Eqs.17-20. Figure 

4 shows the resulting graph, indicating the interaction between inputs, state variables, and outputs.  

The graph has 58 nodes, as there are 26 state variables, 12 input variables, and 20 output variables. 

The adjacency matrix is then defined based on this graph. The strength of the interconnection 

between each variable pair is determined using sensitivity analyses, and the steady-state values 

reported in Ref. 60. The results allow determining the 58 × 58 weighted adjacency matrix. The 

TEP graph has 698 links. A whale population size of 50 is used, and the maximum iteration number 

as a stopping criterion is set to 500. The optimization problems is solved on an Intel® Core™ i7 

computer with CPU 2.6 GHz and 16 GB of memory. 

 



 

18 
 

  

 

 

 

Figure 3: P&ID of the Tennessee Eastman process. 

 

Figure 4: Graph of the Tennessee Eastman process. 



 

19 
 

4.3.Distributed Architectures 

 As discussed in Section 1, the use of multi-objective optimization in community detection 

problems allows for identifying multiple community structures. Figure 5 shows the best frontier 

of nondominated solutions found in the TEP using our algorithm. As the community structures 

corresponding to some of these non-dominated solutions are unreasonable, the modularity is used 

to choose reasonable partitions from the obtained set of non-dominated solutions.  The negative 

values of the intra-connection objective function is due to the maximization of this objective, 

which is equivalent to the minimization of (−𝑄𝐼𝑛𝑡𝑟𝑎−𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛).  The solution A, which has the 

highest modularity of about 0.3747, corresponds to three communities (Figure 6); as shown in 

Figure 7, the reactor and feeding zone are in the first community, the separator in the second 

community, and the stripper in the third community. The solution B divides the TEP into two 

communities (Figure 8), and its modularity value is around 0.3571.  In this solution, the separator 

is merged with the stripper, forming a larger community. However, there are other points that are 

close to these solutions, but they are unreasonable community structures because some 

communities with tight and strong connections are split into small ones. Figure 9 shows one of 

these unreasonable community structures with modularity 0.322, corresponding to the intra-

connection 0.535 and inter-connection 0.213. As can be seen, the strong connection between the 

reactor and the feeding zone is split.  This points to the need for applying other criteria to 

discriminate among the detected communities and choose the most appropriate one. 

 

Figure 5: Pareto frontier. 
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Figure 7: Detected three sub-networks in the TEP corresponding to the solution A. 

 

Figure 6: Three detected communities corresponding to the solution A. 
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Figure 8: Two communities corresponding to the solution B. 

 

Figure 9: Unrealistic detected communities corresponding to 𝑄𝐼𝑛𝑡𝑟𝑎−𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 = 0.535 and 

𝑄𝐼𝑛𝑡𝑒𝑟−𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 = 0.213. 
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5. Conclusion 

 In this work, we used the concept of community detection to decompose large-scale 

networks into smaller sub-networks.  We proposed a novel algorithmic framework that uses a 

whale optimization algorithm to optimize two conflicting parts of the modularity function 

simultaneously. The unique search mechanism of WOA was found to have good global 

search ability, satisfactory convergence, and the ability to avoid local optima traps. We made the 

standard WOA applicable to community detection problems by developing a discrete version of 

the standard WOA.  The discrete WOA includes the random realistic arrangement in the 

initialization phase and the random positive integer replacement in the updating phase. It also 

adopte the non-dominated sorting approach to solve community detection as a multi-objective 

optimization problem. The use of the non-dominated sorting concept results in efficient 

convergence to the true Pareto front and achieving solution diversity. We also addressed the slow 

convergence rate of community detection problems in large-scale networks by using a computer 

with parallel processors and applying the master-slave model. The algorithm was applied to the 

Tennessee Eastman process in which the corresponding weighted graph was constructed based on 

a state-space process model and sensitivity analysis at steady-state conditions. The case study 

showed that the proposed algorithm is capable of efficiently finding multiple sub-network 

configurations. 
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