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Abstract.
In this work, methods based upon nonequilibrium thermodynamics are elucidated to predict stationary states of chemical reactions in nonequilibrium plasma, and limits for energy conversion efficiency.  Two example reactions are used: CO2 splitting and NH3 synthesis, with emphasis on CO2 splitting.  Expectations from the theoretical framework are compared to experimental results for both reactions, and reasonable agreement is obtained.  The key conclusion is that the probability of observing either reactants or products increases with the amount of energy dissipated by that side of the reaction as heat through collisions with hot electrons.  The side of the reaction that dissipates more energy as heat has a higher probability of occurrence.  Furthermore, endergonic chemical reactions in nonequilibrium plasma, such as CO2 splitting at low temperature, require an intrinsic energy dissipation to satisfy the 2nd law of thermodynamics – a sufficient and necessary waste.  This intrinsic dissipation limits the maximum theoretical energy conversion efficiency.
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Introduction.
	The plummeting cost of renewable electricity1 has motivated research on electrification of the chemical industry.  Electron transfer reactions driven directly by electricity can be used for the synthesis of fuels and feedstocks,2 as well as fine chemicals.3  Nonequilibrium plasma, which is a partially ionized gas that operates very far from local equilibrium, is an attractive reaction medium that is being explored as a general means of electrified chemical processing.4-9  The nonequilibrium environment is sustained by a flow of electricity into the system, which can be partially stored as chemical potential in products, and partially rejected as heat to the ambient at low temperature.8  Endergonic reactions can be promoted by nonequilibrium plasma, for example CO2 splitting at low temperature,7, 8 or NH3 synthesis at high temperature,10 and reasonable energy conversion efficiencies on the order of 10’s of percent have been demonstrated.11, 12  However, process development has been impeded by the lack of a thermodynamic framework that allows hypothetical reaction yields and theoretical limits on energy utilization to be calculated.  
Equilibrium thermodynamics has been of great utility in chemical and environmental engineering for establishing the end-states of chemical reactions in systems to which the local equilibrium assumption can be applied.  Unfortunately, equilibrium thermodynamics cannot be applied to nonequilibrium plasmas because different species have different temperatures at the same location in the reactor under steady operation.8  There have been some attempts over the years to develop thermodynamic frameworks for chemical reactions in nonequilibrium plasma,13-16 but so far none have enjoyed widespread use, perhaps due to significant deviations of the predictions from observed experimental results.7   
	Compared to equilibrium thermodynamics, nonequilibrium thermodynamics was developed more recently, and to some extent is ongoing.  The mass and energy conservation laws are used in the same way.  However, while equilibrium thermodynamics is concerned with the maximization of entropy to establish end-states,17 nonequilibrium thermodynamics is focused on the entropy production rate arising from an external forcing that maintains the system out of equilibrium.18  The 2nd law of thermodynamics, which is a macroscopic law that governs all physical, chemical and biological processes, requires the entropy production rate to be nonnegative:

.                                                                    (1)
Nonequilibrium thermodynamics is divided into two regimes: linear and nonlinear.  In the linear regime, thermodynamic forces are proportional to dissipative flows by constant phenomenological coefficients that obey Onsager’s reciprocal relations.18-20  The flows are linearly related to the forces, hence the name.  The linear regime operates near local equilibrium, meaning the entropy is nearly maximized.  Since the entropy is nearly maximized, it has been persuasively argued that the entropy production rate is minimized at stationary states in the linear regime.18, 21  Such extremum principles can be used to establish the end-states of nonequilibrium processes.  
In contrast to the linear regime, the nonlinear regime is far from local equilibrium.  For a chemical reaction, far from local equilibrium can be formalized as a criterion that must be satisfied:18

,                                                                       (2)
where Ak is the affinity of reaction k, R is the ideal gas constant, and T is the temperature of the species that participate in reaction k.  There is debate about whether the entropy production rate obeys an extremum principle in the nonlinear regime.  The answer to that fundamental question is immensely important.  Beyond nonequilibrium plasma chemistry, life on planet earth operates perpetually in the nonlinear regime driven by the external solar forcing.22, 23  Knowledge of the extremum behavior of the entropy production rate in the nonlinear regime, and the associated theoretical consequences, could be used to establish end-states towards which the earth system can be expected to evolve, which is an idea that has attracted some attention in recent years.24-26  
	Experimental observations over the last several decades suggest that systems in the nonlinear regime evolve towards stationary states that tend to increase, or even maximize, the entropy production rate, given some external forcing.  Seminal work by Paltridge in the late 1970’s proposed the idea to reconcile climate models with experimental observations of the atmosphere.23, 27, 28  There are other notable experimental examples of dissipative structures that arrange themselves in configurations that maximize the entropy production rate, for example convection cells29 and more recently, dynamic resistor networks.30, 31  Recent theoretical work by Dewar in the 2000’s, which used the formalism of Jaynes,32, 33 has established the maximum entropy production principle on firmer theoretical ground.34, 35  A notable outcome of that theoretical work is that among a manifold of possible stationary states, ones that have higher entropy production rates are more probable than ones with lower entropy production rates.  The reader is referred to the literature for conceptual35 and formal34 descriptions of the theory.  The purpose of the present work is to explore the idea that systems in the nonlinear regime evolve towards stationary states, the probability of which is determined by the entropy production rate of the state.  



	Chemical reactions in nonequilibrium plasmas operate in the nonlinear regime.  Several groups, including our own, have experimentally demonstrated that chemical reactions in nonequilibrium plasmas can evolve towards stationary states at which , where TM is the temperature of the species participating in the reaction.7, 36-39  The system is described as being governed by superlocal equilibrium, which means equilibrium is local in both space and species.7, 8  The key idea is that at the same location in the reactor, extremely hot electrons that have kinetic energies on the order of bond dissociation energies () are intermixed with heavy molecular gas species that have a much lower translational temperature in the range from  (Figure 1).  The system is forced and maintained far away from local equilibrium by a work flow coupled into the reactor by a radiofrequency electrical field that selectively heats electrons due to their higher mobility when compared to ions.40  The plasma can be described by a set of state variables, namely electron temperature, electron density, background gas temperature, and total pressure (Te, [e], TM, P).  The processes that maintain those state variables are fast (order 10-6 seconds) on the timescale of interest for chemical reactions (10-4 to 10 s).  There are other system-specific constraints that will be described below.  Given these characteristics of the nonlinear nonequilibrium system, it appears appropriate to apply the ideas of Dewar to describe end-states of chemical reactions in nonequilibrium plasma.34, 35  [image: ]
Figure 1.  Conceptual overview of a microscopic volume in the nonequilibrium plasma.  Hot electrons at Te and relatively cool heavy gas molecules at TM coexist at the same macroscopic location in the plasma.  Heat flow from the high temperature reservoir maintains a constant electron temperature Te, and heat flow to the low temperature reservoir maintains a constant heavy gas molecule temperature TM.  Various processes are considered, including dissipation of hot electron energy as heat through collisions (1), dissociation reactions (2), and recombination reactions (3).  


	In this work, ways in which the entropy production rate affects chemical reactions occurring in nonequilibrium plasma are explored.  Two model reactions are considered, which are of interest in the context of electrified chemical processing: CO2 splitting and NH3 synthesis from nitrogen and hydrogen.  Specifically, the idea is that the entropy production rate of the products of a reaction, compared to the entropy production rate of the reactants, determines the expected reaction extent based on the stationary and initial states.  The idea is explored using our group’s recently published experimental data on the CO2 splitting reaction, which reaches a stationary state in nonequilibrium plasma independent of the initial speciation when a set of state variables are held constant.7  The framework is furthermore applied to describe trends in stationary chemical composition in the nonequilibrium plasma as a function of the plasma state variables.  The idea is also applied to the NH3 synthesis reaction, and estimations are compared to experimental reports of NH3 yield from nonequilibrium plasma processes reported in the literature.  Finally, chemical kinetics calculations reveal an intrinsic energy dissipation that must occur in the plasma when an endergonic reaction is promoted, which limits the maximum energy conversion efficiency of the process.  The result is an upper limit for the energy conversion efficiency that is imposed by the 2nd law of thermodynamics, akin to Carnot’s efficiency limit for heat engines.
Experimental CO2 system and kinetic analysis.
	The nonequilibrium plasma reactor is envisioned as a tubular plug flow reactor with no axial mixing (Figure 2).  These assumptions allow the reaction to be studied as a function of space time in a similar way to a batch reactor as a function of time (i.e. zero-dimensional model).  A complete description of the system that was used to generate the experimental data can be found elsewhere.7  Gases were fed into the tubular reactor with controlled speciation and volumetric flow rate.  Within the tube, a reaction occurred, and then the resulting effluent speciation was characterized using a mass spectrometer.  The total pressure in the reactor was maintained at a constant value of P = 10 mbar using a throttled vacuum pump.  The chemical system under consideration consists of argon, carbon and oxygen.  To be consistent with experimental results,7 the total density of carbon and oxygen atoms present in the gas phase were taken to be constants of TotC = 0.1[M] and  TotO = 0.2[M] respectively, where [M] is the total gas density, which can be found by assuming ideal gas - an excellent assumption at low pressure - from [M]=P/kBTM.  The carbon and oxygen atoms were present initially as either CO2 with a density of [CO2]0 = 0.1[M], or CO + 1/2O2 with densities of [CO]0 = 0.1[M] and [O2]0 = 0.05[M] respectively.  To control the space time of the gas in the nonequilibrium plasma, the total volumetric flow rate through the tube was varied while keeping the influent composition constant.  [image: ]
Figure 2.  System schematic.

chematic.  

	Tubular nonequilibrium plasma reactors are often conceived of as two-zone systems (Figure 2).8, 14, 41, 42  The first zone is the nonequilibrium plasma, and the second zone is a recombination zone in which there is no plasma.  The reactions proceed in different directions in these two zones.  In the plasma, the reaction proceeds towards a nonequilibrium stationary state to be described using the entropy generation rate (vide infra); while in the recombination zone, the reaction proceeds in a different direction towards the local equilibrium state at the background temperature and pressure.  Observation of the product distribution is made after the gas passes through the recombination zone, thus reaction kinetics in that zone must be considered to estimate the composition at the exit of the plasma zone.  For CO2 splitting, unless otherwise stated, the state variables in the plasma zone were:7 Te = 71,400 K, [e] = 4.7×1017 m-3, TM = 770 K and P = 10 mbar; while in the recombination zone: [e] = 0, TM  300 K and P = 10 mbar.  The volume of the plasma zone was 10.0 cm3,7 and the recombination zone was large such that the reaction reached steady state on the timescale of interest.  In this work, we will consider two sets of data that were gathered in our group’s previous study.7  These data sets consist of effluent composition after the recombination zone as a function of space time in the plasma zone for both CO2 and CO + 1/2O2 feed configurations; as well as effluent composition after the recombination zone as a function of hot electron density in the plasma zone for space times that were sufficiently long that the stationary state of the chemical reaction had been reached.  The data of composition as a function of space time was used to extract kinetic rate constants for a simplified reaction scheme.  These rate constants in turn were used to estimate the composition at the stationary state of the chemical reaction in the plasma.
	The splitting of CO2 by nonequilibrium plasma was originally thought to be relatively simple,41 but is now believed to be a highly complex process.43 To illustrate the perceived complexity, for example, one can see the detailed work by Kozák and Bogaerts that considered more than 120 reactions and 70 species to describe the mechanism.43  Such models provide immense kinetic detail, but it is unclear whether they are thermodynamically admissible.  Furthermore, accurate determination of all kinetic parameters for such complex models can be challenging.  
The chemistry essential for the purposes of this work, which is primarily elucidation of the role of entropy production in plasma chemistry, can be captured by a much simpler kinetic description that involves only two reversible reactions.  The elementary chemical reactions that describe the simplified kinetics of the CO2 splitting process are:

,                                                          (R1)

.                                                                (R2)
In both reaction R1 and R2, the forward reactions are driven by electron impact and the backward reaction is mediated by collisions with a third body.  

,                                                  (R1f)

,                                                  (R1b)

,                                                       (R2f)

.                                                    (R2b)




The effective rate constants for reactions R1 and R2 can be written in terms of the rate constants for reactions R1f to R2b: , , , .  The rates of the forward and backward reactions for R1 and R2 can then be written in the familiar elementary form using the effective rate constants.  For details, see the Supporting Information.  
[bookmark: _GoBack]	Starting from the initial condition of either CO2 or CO + 1/2O2, the chemical reaction proceeds towards a stationary state in the plasma that is a mixture of mostly CO2, CO, and O with a minor amount of O2.  In the recombination zone, the highly reactive atomic oxygen recombines with CO and itself to reach a steady state that is a mixture of CO2, CO and O2.  An example time evolution is presented in Figure 3, which was integrated in MATLAB 2015a by ode15s using rate constants that were tuned to experimental data (vide infra).  Figure 3a was calculated from an initial condition where the speciation was [CO2]0 = 0.1[M], and Figure 3b was calculated from an initial condition comprised of [CO]0 = 0.1[M] and [O2]0 = 0.05[M].  It is clear from Figure 3 that if the space time in the plasma is sufficiently long that the nonequilibrium stationary state is reached, then the composition at the end of the plasma is independent of the speciation at the reactor inlet, and therefore, the speciation at the end of the recombination zone is also independent of the speciation at the reactor inlet.  
	The kinetic model was tuned by adjusting the values of the rate constants until agreement was obtained between the calculated and experimentally observed composition after the recombination zone as a function of space time in the plasma. The starting point for tuning was previously reported rate constants for each of the reactions, which were either calculated from expressions in the literature for the recombination reactions,37, 44, 45 or calculated using the dissociation cross sections for CO2 and O2 by assuming a Maxwellian electron energy distribution function.46, 47 The rate constants were multiplied by a tuning factor  to obtain agreement with experimental results.  For all rate constants except the CO2 recombination reaction R1b, the tuning factors were found to be close to unity.  The expressions for the rate constants from the literature, as well as the tuning factors for each of the reactions, are presented in Table 1.  The resulting model calculations and experimental observations, taken from our previous work,7 are presented in Figure 4.  It can be seen from Figure 4 that acceptable agreement was obtained between the experimental data and model calculations.  We therefore proceed and accept the reaction model and tuned rate constants for the purpose of evaluating the thermodynamic method of estimating the stationary state in the plasma. [image: ]
Figure 3.  Example species time evolution in the plasma and recombination zones.  The initial speciation was a) CO2 and b) CO + 1/2O2.  The space time in the plasma was 0.1 seconds, and in the recombination zone was 100 seconds.  The plasma state variables were: Te = 71,400 K, [e] = 4.7×1017 m-3, TM = 770 K, P = 10 mbar, TotC = 0.1[M], TotO=0.2[M].  The state variables in the recombination zone were TM = 300 K, P = 10 mbar, [e] = 0, TotC = 0.1[M], TotO=0.2[M], and the initial condition was the composition at the outlet of the plasma.  
[image: ]
Figure 4.  Model tuning.  Observed mol fraction of a) CO2, b) CO and c) O2 after the recombination zone.  Solid lines are model calculations and symbols are experimental measurements.  Blue corresponds to an initial condition of CO2, while green correspond to an initial condition of CO + 1/2O2.






Table 1.  Reaction rate constants.  Rate constant expressions and evaluation at Te = 71,400 K, [e] = 4.7×1017 m-3, TM = 770 K, P = 10 mbar.  The effective values were calculated by multiplying the tuning factor by the effective rate constant: , , , .  βe denotes the velocity of electrons, which depends on energy ε; xsi is the dissociation cross section of molecule i, and f(ε,Te) is the electron energy distribution function, which was assumed to be Maxwellian.
	Rxn.
	Stoichiometry
	Tuning factor 
	Expression
	Effective value 
	Units 
	Ref. 

	R1f
	

	0.19
	

	k1f = 67.7
	m3 s-1
	47

	R1b
	

	262
	

	k1b = 1.33×10-22
	m6 s-1
	44

	R2f
	

	1
	

	k2f = 654
	m3 s-1
	48

	R2b
	

	7
	

	k2b = 4.81×10-21
	m6 s-1
	45



Entropy production and the stationary chemical state in the plasma. 

	A framework is proposed for calculating the composition at the stationary state of a chemical reaction in a nonequilibrium plasma.  The idea is that the probability of observing a stationary state increases with the entropy production rate at that state.35  Consider an initial state A that transforms into a stationary state B, which is selected from the possible stationary states that comply with the system constraints.  The time interval for the A  B transition to occur is 0 to τ.  The natural choice for τ is the time required for the chemical reaction to complete, which presently is τ  ≈ 10-2 seconds (Figure 4).  Knowledge of the value of τ can only come from chemical kinetics, and thus it represents the minimum of kinetic information required for this type of analysis.  To go from A to B, the system takes a path Г through phase space.   For a purely dissipative process, Dewar has shown that the probability of the system taking a path Г depends on the entropy production rate of that path, :34

.                                                          (3)
The factor Z is a partition function that is familiar from statistical thermodynamics, except that a collection of paths is considered instead of a collection of states:34

.                                                       (4)











The framework has not been applied to chemical reactions, and so a first attempt is made and reasonable agreement with experimental results will ultimately be obtained.  First, we will consider a general chemical reaction occurring in a nonequilibrium plasma, which could be, for example, reaction R1.  Consider a collection of a few molecules that comprise the reactants in a stoichiometric amount, for example one molecule of CO2 in the example of R1.  The molecules can either take a path through phase space that transforms them into products, or they can take a path that returns them to the reactant state (i.e. no net transformation).  Imagine spaghetti noodles, with some looping back to where they start, and others going off to somewhere else.  In the example of R1, a molecule of CO2 can either take a path to transform into CO + O, or remain as CO2.  Let the entropy production rate of the product path be , and the reactant path be .  It is assumed that the entropy production rate of the path is the entropy production rate at the end of the path.  This assumption is consistent with the fact that the system approaches a stationary state that is independent of the initial condition (Figure 4).  The probability of reactant molecules transforming into products could be calculated using equations (3) and (4) if and could be expressed.  Taken over many reactant molecules, a probabilistic concentration of reactants and products weighted by equation (3) is expected.  It is noted that equation (3) has a strong dependence on .  If, then only products are expected at the stationary state when , and only reactants when .  A mixture of reactants and products with similar concentration is expected at the stationary state if and are on the same order of magnitude, and similar to .  


 To clarify the calculation of the entropy production rates of the pathsand , a partial molar quantity is defined.  The quantity is termed the dissipation affinity of a chemical species, defined as:

 ,                                                      (5)




where Ni is an amount of species i, either mols or number, and σ is the total entropy production rate (equation 1).  If a molar basis is used, then the ideal gas constant R takes the place of the Boltzmann constant kB in equations (3) and (4).  The dissipation affinity describes the change in entropy production rate when an amount of species i is added to the system while the plasma state variables are held constant.  The word affinity is used because species i is attracted to regions of higher  according to the maximum entropy production principle.  The attraction to regions of larger values of dissipation affinity contrasts with the chemical potential, where a species i is repelled from regions of large chemical potential in favor of regions of lower chemical potential.  At present, the functional form of and its dependence on the plasma state variables is unknown.  However, some methods of estimation for gaseous species in nonequilibrium plasma will be presented (vide infra).  Using the dissipation affinity,  and  can be calculated:

,                                                              (6)

,                                                              (7)  


where  is the absolute value of the stoichiometric coefficient of species i in the reaction under consideration.  Regarding the value of , the picture is framed in terms of the transformation of a single molecule, or a small collection of molecules in a stoichiometric amount, thus the chemical reaction and associated coefficients ought to be written using integers that have minimized values while retaining the correct proportions.  Equations (3) to (7) provide a general framework that is a starting point for describing stationary states of chemical reactions in nonequilibrium plasmas from the perspective of nonequilibrium thermodynamics.  The task now is to estimate the dissipation affinity of species i.  
	The dissipation affinity describes the additional entropy generation rate when a molecule of chemical species i is added to the nonequilibrium plasma.  The focus is on the stationary state where no net chemical reaction occurs.  When a gas molecule is added to the plasma, it will begin to collide with hot electrons and relatively cool gas molecules.  These hot electrons have a much higher temperature (Te) than the gas molecules (TM), thus collisions will result in heat transfer from the electrons to the gas molecules.  Since the temperatures are treated as external constraints, the electrons are effectively connected to a heat bath at Te, and the gas molecules are connected to a heat bath at TM (Figure 1).  At the stationary state, the heat flow from the high temperature bath to the low temperature bath, through the gas molecules, is a dissipative process that generates entropy.  Let qi be the heat flow through a molecule of species i due to relatively infrequent collisions with hot electrons, and relatively frequent collisions with gas molecules.  The dissipation affinity of species i can be estimated as:

.                                                         (8)
It will be assumed that energy transfer from hot electrons to molecule i is the rate limiting step in the heat dissipation process, which is supported by the fact that the electron density (1017 m-3) is much smaller than the total gas density (1023 m-3).  Thus, the rate at which heat flows through molecule i can be estimated as the rate at which energy is transferred to that molecule through collisions with hot electrons.  More specifically, the heat flow through molecule i is the rate at which electrons collide with the molecule multiplied by the energy transferred per collision:

,                                                                 (9)



where is a collision frequency factor,  is the frequency at which electrons collide with molecule i, and  is the energy transferred per collision.  The frequency factor can be found in the usual way given information about the cross section as a function of electron energy:

,                                              (10)
where me is the mass of an electron, xsie is the collision cross section, and f is the electron energy distribution function, which is assumed to be Maxwellian:

.                                 (11)
There are a large number of collisional processes by which electron impact can donate energy to gas molecules.49  To simplify the analysis, only two are considered: vibrational excitation for polyatomic species (i.e. CO2, CO and O2); and momentum transfer for atomic species (i.e. O).  The collision cross sections for momentum transfer and vibrational excitation are similar.  However, the energy transferred in a vibrational excitation collision is on the order 10-1 eV, while momentum transfer collisions transfer approximately 10-4 eV.  Thus, vibrational excitation is typically thought to be a larger energy flow, but it is only possible for species that are polyatomic.  Typically only a portion of energy transfer to molecules through vibrational excitation is ultimately dissipated as heat.12  Therefore, an efficiency factor is introduced that describes the fraction of energy transferred in a collision that is ultimately dissipated as heat.  The efficiency factor can thus be used as a tuning parameter (vide infra).  The energy transferred per collision is:

,                                                                   (12)



where is the dissipation efficiency, which is used as a tuning parameter for vibrational excitation collisions and is set to  for momentum transfer collisions since those directly excite translational motion.  For the value of , the energy of the 0  1 vibrational excitation is used for CO2, CO and O2 respectively,46, 47, 50 or the following equation is used for momentum transfer excitation of atomic oxygen:51

,                                   (13)



where mi is the mass of molecule i (i.e. O).  A summary of the values of , and are presented in Table 2 for the various species and the same plasma state variables that were used in Figure 4, which are summarized in the caption of the table.  Only excitation of the first vibrational level was considered in the calculations of Table 2.  The framework is now established to first perform a tuning of the efficiency factors, and then compare predictions to observed experimental results.  
Table 2. Summary of parameters for dissipation via collision between electrons and molecules.  Vibrational excitation (VE) and momentum transfer (MT).  The energies for vibrational excitation are the 0  1 transition taken from the literature.43, 46, 50 The collision cross sections can be found in the literature.46, 47, 50, 51 The electron temperature and plasma density were 6.2 eV (71,400 K) and [e] = 4.7×1017 m-3 respectively.  The energy transferred per momentum transfer collision was calculated using equation (13).  
	Index
	Species
	Dissipation mechanism
	
 
(eV)
	

(m3 s-1)
	
(J s-1 K-1)

	1
	CO2
	VE
	2.9×10-1 
	3.3×10-15
	9.4×10-20

	2
	CO
	VE
	2.7×10-1 
	6.7×10-15
	1.8×10-19

	3
	O2
	VE
	3.4×10-1 
	2.4×10-15
	7.8×10-20

	4
	O
	MT
	6.4×10-4
	6.7×10-14
	4.2×10-21





Let and  be the entropy production rates respectively of reactants and products in reaction k.  Using equations (3) to (7), it can be shown that the probability of observing products for reactions R1 and R2 is:

 ,                               (14)


	.                                           (15)
The values of the dissipation affinity can be calculated using equations (8)-(13) using the information provided in Table 2.  It can be shown that the probability of observing the products for R1 and R2 is related to the fraction of carbon present as CO, and the fraction of oxygen that is not bonded to carbon and is present as O, respectively.  More specifically:


 ;  ;                                                 (16) 


;   .                                                  (17)
From equations (16) and (17), all other species concentrations can be calculated by a mass balance and the constraint that the total density of carbon and oxygen atoms in the system is constant:

,                                                                           (18)

,                                                                   (19)

,                                    (20)

.                                    (21)
Again, the parameters TotC=0.1[M] and TotO=0.2[M] are constraints, where [M]=9.531022 m-3 in the plasma zone.  Using equations (14) to (21), the efficiency factors in equation (12) can be adjusted to obtain agreement between the expected mole fraction of species from the thermodynamic model at the stationary state, and the steady-state solution of the kinetic model in the plasma zone.  The resulting efficiency factors are summarized in Table 3, along with the mole fractions of the various species yi at the stationary state determined by the two independent methods.  Agreement is obtained for efficiency factors that are on the order of 1 %. That result suggests that approximately 1% of the vibrational excitation energy is dissipated as heat at TM for the molecules analyzed here, which is somewhat low, but has precedent in the literature.49  If the heat were dissipated at a higher temperature, for example a vibrational temperature of thousands of Kelvin,12 then these efficiency factors would be proportionally larger (equations 8 & 9).

Table 3. Tuning of energy dissipation efficiency () to match the composition at the stationary state in the plasma.   The plasma state variables were: (Te, [e], TM, P) = (71,400 K, 4.7×1017 m-3, 770 K, 10 mbar).  The total gas density in the plasma zone was [M] = 9.53×1022 m-3.  The mole fractions of the various species were calculated as: yi = [i]/[M].  The reaction time constant was τ = 0.01 seconds.
	Index
	Species
	

	

	Thermo. model


	Experimental + kinetic model



	1
	CO2
	3.2×10-2
	1.08
	2.29×10-2
	2.30×10-2

	2
	CO
	1.2×10-2
	2.30
	7.71×10-2
	7.70×10-2

	3
	O2
	6.0×10-3
	0.17
	2.12×10-3
	2.10×10-3

	4
	O
	1.0
	3.01
	7.29×10-2
	7.30×10-2



	The thermodynamic model predicts reasonable trends in the composition at the stationary state in the plasma as a function of the density of hot electrons [e] using the tuned dissipation efficiency parameters in Table 3.  Our group has previously published experimental measurements of the composition after recombination, for sufficiently long space times in the plasma to reach the stationary state, as a function of [e] at constant Te similar to the electron temperature used to determine dissipation efficiency factors in Table 3.7  To compare the expected trend of the thermodynamic model to the experimental measurements, the thermodynamic model was used to predict the composition at the stationary state in the plasma for different values of [e] using equations (8) to (21), and then that composition was passed into the recombination kinetic model to estimate the composition after the recombination zone.  The expected mole fraction of CO2, from the predicted thermodynamic stationary state in the plasma, followed by recombination, is plotted with the experimental observations in Figure 5.  While the mole fraction of CO2 observed after recombination was slightly higher in the experiments compared to the model, the trend of decreasing CO2 concentration with increasing plasma density was captured.  The agreement is surprisingly good, which builds some confidence that the thermodynamic model of the stationary chemical state in the plasma is meaningful.  The result also builds confidence in the idea that the dissipation rate of products compared to the reactants is useful as a way of understanding the extent of reaction in a nonequilibrium plasma.  The side of the reaction that dissipates more energy as low-temperature heat through collisions with electrons has a higher probability of occurrence.  [image: ]
Figure 5.  Comparison of thermodynamic model to experimental observations as a function of electron density [e].  Experimental measurements at long space time in the plasma for different initial speciation, CO2 (blue) and CO + 1/2O2 (green).  The prediction of the thermodynamic model for the stationary state in the plasma, followed by kinetic recombination, is presented as the black line.  

Estimating overall reaction extent with no chemical kinetics information.
	Equilibrium thermodynamics has been so successful for the analysis of chemical reactions in part because it requires no kinetics information to be predictive.  It would clearly be beneficial to have a similar method of estimation to deal with reaction environments governed by superlocal equilibrium.  For such estimations, a conjecture is made.  The result of the conjecture has an added benefit that it allows estimation of reaction yields without any knowledge of the plasma except for the electron temperature.  It will again be assumed that the entropy production rate of a path is the entropy production rate at the end of the path.
	The conjecture is that the probability of observing products for an overall reaction can be estimated as the entropy produced by the product path divided by sum of the entropy produced by the product and reactant paths:

	.                                                                (22)
Equations (6) to (9) can then be inserted into equation (22), and the hot electron concentration [e] cancels out:

.                       (23) 
Since the overall reaction is the focus, only polyatomic molecular species will be considered.  By overall reaction, it is meant that the reactants and products should be metastable at ambient temperature so they can persist for relatively long times.  Next, it will be assumed that the dissipation efficiency of all species is the same, which is approximately correct (Table 3).  This final assumption results in a conjecture that can be used to estimate overall reaction yield as a function of electron temperature:

 ,                                             (24)



Where the values of are taken from the literature and can be calculated using equation (10).  It is emphasized that equation (24) is for the purpose of estimation.  It can account for effects of electron temperature, but not electron density.  Furthermore, it completely neglects recombination kinetics.  Its utility is quick estimates of whether products or reactants are favored for a reaction occurring in a nonequilibrium plasma. 
	The use of equation (24) is demonstrated for two overall reactions that have been extensively studied in the nonequilibrium plasma chemistry literature, which are relevant for energy and environmental applications.  CO2 splitting and NH3 synthesis:

,                                                       (R3) 

.                                                        (R4) 
These reactions make interesting examples because they are fundamentally different.  The CO2 splitting reaction R3 is endothermic, and endergonic at low temperature below approximately 2000 K.7, 8  The reaction proceeds forwards in the plasma, but backwards in the recombination zone.  Thus, the experimentally observed conversion of CO2 is a lower limit, since some amount of CO is lost in the recombination zone.  On the other hand, the ammonia synthesis reaction (R4) is exothermic and thermodynamically favorable at low temperature, but is unfavorable at high temperature.8  The reaction is believed to proceed in the forward direction in the plasma,10 but since the temperature is low in the recombination zone, it proceeds forward during recombination as well, provided the yield of NH3 from the plasma is less than the local equilibrium limit.  Thus, the experimentally observed yield of NH3 is typically an upper limit since some additional reaction can happen during recombination at low temperature after the plasma zone and before detection.  
	The idea is that the vibrational dissipation of the products, compared to the reactants, determines the yield of products for long space times in the nonequilibrium plasma (equation 24).  The excitation cross sections, reproduced from the literature,46, 47, 50, 52-54 for the first vibrational mode of each of the species are presented in Figure 6a and 6b.  Use of equation (24) requires weighting by the excitation energies and the stoichiometric coefficients, as well as integrating over the electron energy distribution function, but it is nevertheless instructive to examine the cross sections for the different species, since that will play an important role in determining whether reactants or products are favored from the perspective of dissipation.  For reaction (R3), the vibrational excitation cross section of CO is much greater than CO2, and so it is expected that products will be favored over reactants (Figure 6a).  On the other hand, for reaction (R4), the cross section of N2 and H2 are both much larger than NH3, suggesting that for the ammonia synthesis reaction, the reactants have a higher probability of occurrence than the products (Figure 6b).  The energies of excitation for the first vibrational mode of the species involved in reactions (R3) and (R4) are summarized in Table 4.  Using the information in Figure 6 and Table 4, equation (24) can be applied as a function of electron temperature for comparison to experimental observations.[image: ]
Figure 6.  Cross sections of the first vibrational excitation of various species of relecence to a) R3 and b) R4.  The cross section for NH3 has been multiplied by 100.   

Table 4.  Absolute values of stoichiometric coefficients of reactions R3 and R4, and energies for excitation of the first vibrational mode of species in reactions (R3) and (R4).
	Species
	

	
 (eV)
	Ref.

	CO2
	1
	0.29
	43

	CO
	1
	0.266 
	50

	O2
	½
	0.338 
	46

	N2
	1
	0.289 
	54

	H2
	3
	0.516 
	53

	NH3
	2
	0.414 
	52



There have been several experimental studies of the CO2 splitting reaction (R3) for sufficiently long space times in the plasma that a stationary state was reached.7, 36-39  Experimental results on the ammonia synthesis reaction (R4) are also plentiful,5, 6, 10  but unfortunately, to the knowledge of the author, there have been no experimental studies of the stationary state in the nonequilibrium plasma for the synthesis of NH3.  Consequently, in the NH3 synthesis example, the predictions of equation (24) must be compared to somewhat ill-defined experiments that may have been carried out at space times that were too short to reach the stationary state.  Carreon and Patil have recently published reviews of NH3 yield from N2 and H2, from which a large amount experimental results can be drawn.5, 6  The experimental data were averaged and the standard deviation was calculated.  The average reported yield of CO is 0.59 ± 0.12 and NH3 is 0.045 ± 0.055.  As expected, products are more favorable when the product configuration has a higher entropy generation rate than the reactant configuration, and vice versa.    
To further clarify the point, the probability of observing the product state was calculated using equation (24) for both reactions (R3) and (R4) as a function of Te (Figure 7).  The colored bands in Figure 7 are the ranges over which experimental yields for the reactions have been observed.  For experiments performed at plasma space times that were sufficiently long to reach the stationary state, it can be seen from Figure 7 that the estimation of equation (24) falls in the range of reported CO yields, roughly from 0.47 to 0.71.  The range of commonly observed experimental yields for NH3 synthesis is unfortunately much wider, spanning from 10-3 to 10-1.  Furthermore, as previously mentioned, the experiments suffer from being somewhat ill-defined, but nevertheless, the prediction of equation (24) lies just in the band of experimental results.  As a reminder, the recombination zone for the NH3 synthesis reaction typically acts to increase the yield of NH3, which could be a reason that the prediction lies at the lower bound of the experimental band (Figure 7).  [image: ]
Figure 7.  Estimated yield using equation (24) as a function of electron temperature.  The solid lines are calculations performed using equation (24) and the data in Figure 6 and Table 4.  CO2 splitting (grey) and NH3 synthesis (orange).  The grey colored band represents the range of CO yields that have been reported for experiments that were conducted at a sufficiently long space time in the plasma to reach the stationary state (S.S.).  The orange colored band represents commonly observed experimental NH3 yields for the ammonia synthesis reaction carried out in nonequilibrium plasma reactors.  *No evidence was provided that these experiments were carried out at a sufficiently long space time to reach the stationary state.  

There are many ways in which the analysis is simplistic. For example, other dissipation mechanisms are likely important.  Furthermore, it might be more accurate to consider the dissipation of vibrational energy at some species-dependent vibrational temperature Tvib, where TM < Tvib < Te.  Despite the simplistic analysis, reasonable agreement with experimental results was obtained.  For gas-to-gas conversions, equation (24) might prove useful as a method to estimate reaction yield of nonequilibrium plasma processes, even though at present it is only conjecture.  More importantly, it appears productive to think about the dissipation of energy into heat at low temperature by collisions of hot electrons with relatively cool gas molecules to understand outcomes of plasma chemical processes.  Specifically, the side of the reaction that generates more low-temperature heat through collisions with hot electrons is the side of the reaction that is favored.  
Consequences for process energy utilization.
	Beyond providing a means by which to predict the outcome of plasma chemical processes, considering the entropy production rate also allows one to understand the maximum possible energy conversion efficiency for an endergonic reaction that is intended to store chemical potential (i.e. chemical energy storage using nonequilibrium plasma).  The basis for this analysis is the requirement of the 2nd law that the entropy generation rate is nonnegative (equation 1).  The entropy generation rate due to a chemical reaction k is:18    

,                                                           (25)
where Ak is the affinity of reaction k, TM is the temperature of the species that participate in the reaction, rfk is the forward rate, and rbk is the backwards rate.  The entropy produced by all chemical reactions considered in a kinetic mechanism can be found by summing the contributions of each reaction k using equation (25).  It can be seen from reaction (25) that at stationary states, the entropy production rate of a reaction is zero because the forward and backward rates are equal.  The reaction affinity is:18

,                                           (26)




where is the chemical potential of species i and is the stoichiometric coefficient of species i in reaction k.  From the perspective of equilibrium thermodynamics, chemical reactions proceed in the forward direction () when Ak > 0, and in the backward direction () when Ak < 0. Therefore, reactions governed by local equilibrium always result in a positive entropy production rate (equation 25). 
	Endergonic chemical reactions in nonequilibrium plasmas produce negative entropy production rates via equation (25).  Consider for example the dissociation reaction R1.  The reaction affinity is:

.                                                      (27)
The reaction affinity is not affected by the electrons e or third bodies M (reactions R1f and R1b), since they appear on both sides with the same stoichiometric coefficient and therefore the chemical potentials cancel out (equation 26).  The rate expressions for R1f and R1b may be used in equation (25) to calculate the entropy production rate.  Endergonic means that the chemical reaction proceeds away from the local equilibrium state at the background temperature and pressure.  If the reaction proceeds away from the local equilibrium state, then it is required for a segment of the path to proceed in the forward direction even when Ak < 0; or alternatively, in the backwards direction when Ak > 0.  Either of these situations results in a negative contribution to the entropy production rate from the chemical reaction (equation 25).  
	For example, consider the species transients presented in Figure 3.  From that data the entropy generation rate can be calculated as a function of time using equation (25).  Assuming the fugacity coefficients for gaseous species are unity, which is an excellent assumption at low pressure where pairwise potential energy contributions to the internal energy are negligible, the reaction affinities for reaction R1 and reaction R2 are:

                                  (28)

                                        (29)



where is the standard state free energy of reaction at TM, which can be found from the standard state free energies and enthalpies of reaction at 298 K, and , using the van’t Hoff equation.  The total pressure P in equation (28) and (29) has units of bar.  The reference thermodynamic quantities can be found in Table 5.  A plot of the sum of the entropy produced by reactions R1 and R2 as a function of time, for the same conditions as Figure 3, is plotted in Figure 8.  Both the CO2 and CO + 1/2O2 initial conditions were considered.  
Table 5.  Thermodynamic properties of the elementary reactions R1 and R2, and the overall reaction R3.
	Rxn
	Stoichiometry
	
 (kJ mol-1)
	
 (kJ mol-1)

	R1
	

	488.9
	532.2

	R2
	

	463.4
	498.4

	R3
	

	257.2
	283.0



	Both CO2 and CO + 1/2O2 initial conditions produce negative entropy production rates at short times due to endergonic reactions that proceed in the nonequilibrium plasma (Figure 8).  In the case of CO2 initial condition, the reaction that produces this negative entropy production is the CO2 dissociation reaction R1; while for the CO + 1/2O2 initial condition, it is the O2 dissociation reaction R2.  In the case of CO + 1/2O2 initial condition, there is a time interval in the plasma from approximately 4.4×10-3 to 1.0×10-1 seconds during which O, which is produced by O2 dissociation, reacts with CO to form CO2, which is thermodynamically favorable as evidenced by the positive entropy production rate (Figures 3 and 8).  Both the CO2 and CO + 1/2O2 initial conditions produce the same speciation at the end of the plasma (Figure 3).  Therefore, the entropy generated during recombination is the same for both initial conditions.  The entropy generation rate in the recombination zone is positive since that zone is governed by local equilibrium and the reaction proceeds towards that state.  The positive spike is produced by the recombination of atomic oxygen with CO and itself to form CO2 and O2 until the O is exhausted and the reaction stops (Figures 3 and 8).
	For elucidation of effects on energy efficiency, the focus will be on the CO2 splitting reaction (blue curve, Figure 8) since it is relevant for energy storage.  Negative entropy production is not allowed by the 2nd law of thermodynamics (equation 1).  However, experimentally CO2 is observed to split into CO in the nonequilibrium plasma, and experiments are consistent with the mechanism represented by reactions R1 and R2 (Table 1 and Figure 4).  On the one hand, there is irrefutable experimental evidence that an endergonic chemical reaction has occurred, and on the other hand, such a reaction produces negative entropy, which is inadmissible by the 2nd law.  Therefore, to reconcile the experimental result with the 2nd law, an inescapable conclusion is reached.  The plasma-chemical reaction is intrinsically coupled to a source of energy dissipation that generates at least an amount of positive entropy to cancel the negative entropy of reaction.  A likely candidate for this intrinsic dissipation is the heat generated at low temperature by collisions of electrons with gas molecules (vide supra), but there are certainly other possibilities.  To be clear, this intrinsic energy dissipation is necessary waste – the energy is not stored as chemical potential.  The concept is reminiscent of Carnot’s limiting efficiency for heat engines.  In Carnot’s system, only a portion of the heat extracted from the high temperature reservoir is converted to work output from the engine.  The remainder is waste that is rejected to the low temperature reservoir.  In the plasma chemistry system, only some of the energy supplied by the power supply can be stored as chemical potential.  The idea is that there must be waste heat rejected to the low temperature molecular gas heat bath to satisfy the 2nd law (Figure 1).
The intrinsic energy dissipation significantly limits the overall energy conversion efficiency of the process.  The required dissipation can be found by calculating the total area under all negative portions of the entropy production transient (Figure 8).  That area will, of course, depend on the kinetic mechanism and the operating conditions.  Focusing on the blue curve in Figure 8, the entropy production is negative everywhere in the plasma when the initial speciation is CO2.  The area under the blue curve in the negative portions is Srxn = -12.1 J K-1 m-3.  If the dissipation were a result of work from the power supply being converted into heat at TM = 770 K, then the minimum heat generation at TM required to compensate the negative entropy of reaction is: Qdis = -TMSrxn.  To calculate the effect of this heat flow on the energy conversion efficiency, it is normalized by the mols of CO2 that have been converted:[image: ]
Figure 8.  Entropy generated by chemical reactions R1 and R2 as a function of time in the plasma and recombination zones.  All parameters were the same as Figure 3.  The blue line is for a composition that is initially CO2, and the green line is for a composition that is initially CO + 1/2O2.  The area under the negative portion of the curve is -12.1 J K-1 m-3 for CO2 initial condition, and -2.94 J K-1 m-3 for CO + 1/2O2 initial condition.  


 ,            (30)                                   







where NA is Avogadro’s number,  is the integral of the negative entropy production rate by chemical reactions for a space time in the plasma t,  is the initial density of CO2 molecules at the reactor inlet, which for these calculations was [CO2]0 = 9.53×1021 m-3.  The function  is the conversion of CO2 for a space time in the plasma t.  Inserting values of Srxn = -12.1 J K-1 m-3 and (Figure 3), the required dissipation is = 806 kJ per mol of CO2 converted.  The required dissipation is greater than the energy stored per molecule of CO2 split, which is usually assumed to be the enthalpy of reaction R3: = 283.0 kJ mol-1.  A rough estimate of the maximum possible energy conversion efficiency, given the kinetics in Figure 3, can be made as , which is approximately 26 % for the conditions in Figures 3 and 8.   Clearly, this intrinsic energy dissipation required to compensate the endergonic reaction has a rather significant impact on the maximum possible energy conversion efficiency. Research is needed to find reaction mechanisms that require less dissipation but still have acceptable reaction rates. Waste can also be avoided by identifying methods to minimize the dissipation used to compensate for the reaction.  
This type of analysis could aid technoeconomic assessments of plasma-chemical processes.  It provides a method to assess maximum possible energy conversion efficiency for specified overall reactions such as R3 and R4 given reaction rates required to make the process economically viable.  Methods to do such assessments are important, because electricity consumption is a key cost driver for plasma-chemical processes.11  
Conclusions. 
	The effects of entropy production on chemical reactions occurring in nonequilibrium plasma were explored in this work using CO2 splitting and NH3 synthesis as examples, with emphasis on CO2 splitting.  Nonequilibrium plasmas operate in the nonlinear regime of nonequilibrium thermodynamics and are maintained by a flow of work that is partially dissipated as heat at low temperature.  Chemical reactions in nonequilibrium plasma proceed towards a stationary state that is fundamentally different from the local equilibrium state at the background temperature and pressure.  The stationary state in the plasma appears to be influenced by the entropy production rate of the products compared to the reactants.  The side of the reaction that produces entropy at a higher rate, for example through dissipative collisions with hot electrons, has a higher probability of occurrence.  For CO2 splitting, the products have higher entropy production rate, while for the NH3 synthesis reaction, the reactants have a higher entropy production rate.   Therefore, when compared to reactants, products have higher probability in CO2 splitting, and products have lower probability in NH3 synthesis, which is consistent with experimental observations of yields for these reactions when promoted by nonequilibrium plasma reactors.  Those experimental observations show yields from CO2 splitting being, on average, an order of magnitude higher than NH3 synthesis.  A framework for calculating expected compositions at stationary states of chemical reactions in nonequilibrium plasma was proposed.  A new quantity was defined that is key to the analysis, namely the dissipation affinity of a species in the plasma.  The framework requires minimum chemical kinetic information and was found to be in reasonable agreement with experimental results.  Finally, it was demonstrated that all endergonic chemical reactions occurring in nonequilibrium plasma must be intrinsically coupled to a source of energy dissipation to satisfy the 2nd law of thermodynamics.  The intrinsic source of energy dissipation places an upper limit on the energy conversion efficiency that can be achieved by plasma-chemical processes.
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