Table 1: Overview of the most important properties of the different splice prediction tools. Machine learning tools are marked in light grey

and deep learning tools in dark grey.
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