
manuscript No.
(will be inserted by the editor)

Self-adaptive methods for solving split problems of variational inclusion

Xiaojun Ma1 · Zhifu Jia 2

Received: date / Accepted: date

Abstract In this paper, we study the weak convergence of the algorithms for solving variational inclusion

problems without using Lipschitz condition of the inverse strongly monotone operator in real Hilbert spaces.

The algorithms are inspired by Tseng’s modified forward-backward splitting method [4](SIAM J Control

Optim 38,431-446(2000))with a simple step size. The weak convergence theorems for our algorithms are

established without any requirement of additionally resolvent operators and the prior knowledge of the

bounded linear operator norm. Also, our methods are extended to solve the split feasible problem and split

minimization problem. Finally, some numerical experiments are provided to demonstrate the efficiency of

the proposed iterative method.
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1 Introduction

Let H be a real Hilbert space with the inner product 〈·, ·〉 and the induced norm ‖ · ‖. Let B : H → 2H be

a set-valued mapping with its domain D(B) := {x ∈ H : B(x) 6= ∅}. Suppose that B is named monotone, if

for all x, y ∈ H,

〈a− b, x− y〉 ≥ 0, ∀ a ∈ Bx, b ∈ By.

Also, a monotone mapping B is known as maximal provided that the graph(B) := {(x, a) ∈ D(B) × Bx}

is not properly contained in the graph of any other monotone mapping. To our knowledge, a monotone

mapping B is maximal if and only if for all (x, a) ∈ H ×H,

)Xiaojun Ma

fzhuangmaxj@163.com

1 School of Mathematics and Statistics, Xidian University, Xi’an, 710126, Shaanxi, China

Zhifu Jia

jzflzbx@nuaa.edu.cn

2 State Key Laboratory of Mechanics Control of Mechanical Structures, Institute of Nano Science and Department of

Mathematics, Nanjing University of Aeronautics and Astronautics, 210016 Nanjing, China



2 Xiaojun Ma1, Zhifu Jia 2

〈a− b, x− y〉 ≥ 0, ∀ (y, b) ∈ graph(B),

the resulted a ∈ Bx.

Let B : H → 2H be a set-valued maximal monotone operator. The resolvent operator J
B

β : H → H

associated with B is given by

J
B

β (x) = (I + βB)−1(x), ∀x ∈ H,

where β > 0 and I is the identity operator on H.

In 2011, Moudafi [1] addressed the following split monotone variational inclusion problem (SMV IP ):

Find x̃ ∈ H1 such that 0 ∈ f1(x̃) +B1(x̃), and 0 ∈ f2(Ax̃) +B2(Ax̃), (1)

where H1, H2 are real Hilbert spaces, f1 : H1 → H1 and f2 : H2 → H2 are two given operators, B1 :

H1 → 2H1 and B2 : H2 → 2H2 are multi-valued maximal monotone mappings, and A : H1 → H2 is a

bounded and linear operator. As claimed in [1], the problem (SMV IP ) (1) includes as special cases, split

equilibrium problem, split zero problem, split minimization problem and relaxed split feasibility problem.

These problems have been studied and have wide applications in real-life problems including intensity-

modulated radiation therapy treatment planning [2] and sensor networks in computerized tomography and

data compression [3]. If f1 = 0 and f2 = 0, then the problem(1) reduces to the split variational inclusion

problem (SV IP ), that is,

Find x̃ ∈ H1 such that 0 ∈ B1(x̃), and 0 ∈ B2(Ax̃), (2)

and its solution set is denoted by

Γ = {x̃ ∈ H1 : 0 ∈ B1(x̃) and 0 ∈ B2(Ax̃)}.

For a more general problem(SV IP )(2), Byrne et al [5] proposed the following iterative algorithm which

guaranteed the weak and strong convergence:

xn+1 = JB1

λ (xn − γA∗(I − JB2

λ )Axn), ∀n ≥ 1, ∃λ > 0,

where A∗ is the adjoint operator of A, γ ∈ (0, 2
L ), L = ‖A‖2. In the last years, some well known scholars such

as Byrne, Chuang and Kazmi and so on who made a contribution in the study of the SV IP , see [2,3,6,10,

17,19,23,28,?]. In recent years, inertial type algorithms have been proposed for solving SV IP and its special

cases, such as, inertial proximal algorithm[7,8,15], the inertial method [11,14], the split inertial proximal

method [9,10,16], the hybrid inertial proximal algorithm [12] and its accelerated version[13]. Among them,

Majee and Nahak [16] modified Chuang [12] by introducing the following weak convergence algorithm :
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wn = xn + θn(xn − xn−1),

yn = JB1

β (wn − λnA∗(I − JB2

β Awn));

d(wn, λn) = wn − yn − λn[A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn];

αn = 〈wn−yn,d(wn,λn)〉
‖d(wn,λn)‖2 ;

xn+1 = wn − καnd(wn, λn), κ ∈ (0, 2),

where {θn}n∈N ⊂ [0, θ) ⊂ [0, ((2 − κ)/κ)/((2 − κ)/κ + φ + 1)), κ ∈ (0, 2), φ = max{1, (2 − κ)/κ}, and

{λn} ⊂ [λ, δ
‖A‖2 ] satisfies λn‖A∗(I − JB2

βn
)Awn − A∗(I − JB2

βn
)Ayn‖ ≤ δ‖wn − yn‖, 0 < δ < 1. Subsequently,

Long et al.[30] introduced the following iterative steps:
wn = xn + θn(xn − xn−1),

yn = JB1

β (wn − λnA∗(I − JB2

β Awn));

xn+1 = (1− β̃n)xn + β̃nyn,

where β̃n ∈ (0, 1), λn ∈ (0, 1
‖A‖2 ), 0 < θn < θ < 1. Also, its weak convergence is obtained. All the algorithms

mentioned above have a similar feature which is its computational shortcoming and it is clear that the step

size λn is governed by the operator norm ‖A‖,which is not often available. To avoid it, Kesornprom and

Cholamjiak [15] introduced the following line search scheme

λn‖A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn‖ ≤ δ‖wn − yn‖, 0 < δ < 1.

where λn = σρmn , σ > 0, 0 < ρ < 1 and mn is the smallest nonnegative integer. Based on Lemma

3.3 given in Takahashi[17], A∗(I − JB2

βn
)A is 1

‖A‖2 -inverse strongly monotone. So, it is Lipschitzian with

Lipschitz constant ‖A‖2. Under this condition, the Armijo-type rule above is well defined and so the

convergence of the related algorithm is guaranteed. Also, it is obvious that this scheme often leads to

additional computation costs. Soon, self-adaptive step size methods have been proposed (see, e.g., [18,19]),

to cite a few. Very recently,Izuchukwu et al.[20] proposed A Relaxed Inertial Forward-Backward-Forward

Algorithm for Solving Monotone inclusions and their step size is adaptively updated as follows :

λn+1 =


min{ δ‖xn−yn‖

‖Bxn−Byn‖ , λn}, if ‖Bxn −Byn‖ 6= 0,

λn, otherwise,

where 0 < δ < 1 and B is the inverse strongly monotone operator. Notice that the step size sequence given

by Izuchukwu et al.[20] is non-increasing and of rather restriction.

Inspired by the work of Tseng [4], Kesornprom et al. [15], Majee and Nahak [16], Izuchukwu et al.[20] and

Long et al.[26], in this paper, we propose self-adaptive methods with new variable step sizes for solving the SV IP

so that no more running any line searches, and no prior information about the operator norm is required. Also,

the designed step size is well defined and the convergence of the proposed iterative Algorithms are still obtained

under the condition of the inverse strongly monotone operator A∗(I − JB2

βn
)A.

The structure of this paper is the following: In Sect.2, we recall that some definitions and preliminaries

will be used for the whole paper. In Sect.3, we introduce a new algorithm and analyze its convergence. In
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Sect.4, a preliminary numerical example is provided to show our method performance. In Sect.5, we apply

our algorithm to solve the split feasible problem and split minimization problem.

2 Preliminaries

Let H be a real Hilbert space and S̃ be a non-empty closed convex subset of H. The symbols ⇀ stands for

the weak convergence, the symbols → represents the strong convergence.

Lemma 2.1 Let α ∈ (0, 1), ∀ x, y ∈ H, then

‖αx+ (1− α)y‖2 = α‖x‖2 + (1− α)‖y‖2 − α(1− α)‖x− y‖2.

Definition 2.1 Let T : H → H is a mapping, then

(a) T is called nonexpansive if

‖Tx− Ty‖ ≤ ‖x− y‖, ∀ x, y ∈ H.

(b) T is said to be firmly–nonexpansive if

〈Tx− Ty, x− y〉 ≥ ‖Tx− Ty‖2, ∀ x, y ∈ H.

Or equivalently,

‖Tx− Ty‖2 ≤ ‖x− y‖2 − ‖(I − T )x− (I − T )y‖2, ∀ x, y ∈ H.

Lemma 2.2 (Demiclosedness principle[21]) Assume that T : S̃ → S̃ is a nonexpansive mapping. Then the

following implication holds:

xn ⇀ x ∈ S̃ and lim
n→∞

‖xn − Txn‖ = 0⇒ x = Tx.

To study the SV IP , we denote by B−1(0) = {x ∈ H : 0 ∈ Bx}, D(T ) the domain of T and Fix(T ) the fixed

point set of T , equivalently, Fix(T ) = {x ∈ H : x = Tx}.

Lemma 2.3 [22] Let B : H → 2H be a set-valued maximal monotone mapping and β > 0. Then the following

statements hold:

(a) JBβ is a single-valued and firmly nonexpansive mapping;

(b) D(JBβ ) = H and Fix(JBβ ) = {x ∈ D(B) : 0 ∈ Bx};

(c) ‖x− JBβ x‖ ≤ ‖x− J
B
γ x‖ for all 0 < β < γ and x ∈ H;

(d) (I − JBβ ) is a firmly nonexpansive mapping.

(e) For B−1(0) 6= ∅, one has

‖x− JBβ x‖
2 + ‖JBβ x− x̃‖

2 ≤ ‖x− x̃‖2, ∀ x ∈ H, x̃ ∈ B−1(0),

and

〈x− JBβ x, J
B
β x− w̃〉 ≥ 0, ∀ x ∈ H, w̃ ∈ B−1(0).
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Lemma 2.4 [23] Let H1 and H2 be the two real Hilbert spaces, A : H1 → H2 be a bounded linear operator, A∗

be the adjoint of A. Let β > 0, γ > 0, B1 : H1 → 2H1 and B2 : H2 → 2H2 be set-valued maximal monotone

mappings. For any x̃ ∈ H1, we have the following:

(a) Suppose that x̃ is a solution of (SV IP ), then JB1

β (x̃− γA∗(I − JB2

β )Ax̃) = x̃;

(b) If JB1

β (x̃− γA∗(I − JB2

β )Ax̃) = x̃ and the solution set of the (SV IP ) is nonempty. Then x̃ is a solution

of (SV IP ).

Lemma 2.5 [24] Suppose that the sequences {an}, {σn} and {β̄n} ⊂ [0,+∞], then there exists N > 0 such that

for any n ≥ N , an+1 ≤ an + β̄n(an − an−1) + σn,
+∞∑
n=N

{σn} < +∞, and there exists a real number β̄ such that

for any n ≥ N , 0 ≤ β̄n ≤ β̄ < 1, then the following results hold that:

(a)
+∞∑
n=N

[an − an−1]+ < +∞,where [γ]+ = max[0, γ].

(b)There exists a∗ ∈ [0,+∞) such that lim
n→∞

an = a∗.

Lemma 2.6 [25] Let S̃ ⊂ H be a non-empty set, and {xn} be a sequence in H that fulfills the conditions below:

(a) lim
n→∞

‖xn − x‖ exists for all x ∈ S̃;

(b) every sequential weak limit sequence of {xn} is in S̃.

Then {xn} converges weakly to a point in S̃.

Lemma 2.7 [12] Let H1 and H2 be real Hilbert spaces, A : H1 → H2 be a bounded linear operator, A∗ be the

adjoint of A and β > 0. Let B2 : H2 → 2H2 be a set-valued maximal monotone mapping. Define a mapping

T : H1 → H1 by Tx = A∗(I − JB2

β )Ax for all x ∈ H1. Then, the following statements hold:

(a) ‖(I − JB2

β )Ax− (I − JB2

β )Ay‖2 ≤ 〈Tx− Ty, x− y〉,∀ x, y ∈ H1;

(b) ‖Tx− Ty‖2 ≤ ‖A‖2〈Tx− Ty, x− y〉, ∀ x, y ∈ H1.

3 Main results

In this section, we introduce an iterative algorithm for solving the problem (SV IP ). In the whole paper,

let H1 and H2 be real Hilbert spaces, A : H1 → H2 is a bounded and linear operator, A∗ is the adjoint

operator of A, B1 : H1 → 2H1 , B2 : H2 → 2H2 be the two set-valued maximal monotone operators, Γ be

the solution set of the problem (SV IP ) , Γ 6= ∅. The designed algorithm is the following:

Algorithm 3.1:

Step0: Given λ1 > 0, δ ∈ (0, µ) ⊂ (0, 1). Let x0, x1 ∈ H1 be arbitrary and {βn}n∈N be a sequence in (0,∞).

Choose a nonnegative real sequence {Sn} such that
∞∑
n=1

Sn <∞.

Iterative steps: Update xn+1 as follows:

Step1: Given the iterates xn−1 and xn (n ≥ 1) and compute

wn = xn + θn(xn − xn−1),

yn = JB1

βn
(wn − λnA∗(I − JB2

βn
)Awn),

(1)

if yn = wn, then stop. Otherwise,
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Step2: Update

xn+1 = wn − καnd(wn, λn), κ ∈ (0, 2)

d(wn, λn) = wn − yn − λn[A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn],

αn = 〈wn−yn,d(wn,λn)〉
‖d(wn,λn)‖2 .

(2)

Step3: Update λn

λn+1 =


min{ δ‖wn−yn‖2

〈A∗(I−JB2
βn

)Awn−A∗(I−JB2
βn

)Ayn,wn−yn〉
, λn + Sn}, if t̃n 6= 0,

λn + Sn, otherwise,

(3)

where t̃n = 〈A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn, wn − yn〉.

Step4: Set n := n+ 1, and go to Step 1.

Remark 3.1 By Lemma 2.4, we observe that if Γ 6= ∅ and yn = wn, then wn ∈ Γ .

Below, we use the definition of the adjoint operator A∗ and the nonexpansiveness of JB2

βn
to show that

the step size (3) is well defined.

Lemma 3.1 Let {λn} be the sequence generated by Algorithm 3.1, then we obtain lim
n→∞

λn = λ and λ ∈

[min{ δL , λ1}, λ1 + S]. Where S =
∞∑
n=1

Sn and L = ‖A‖2.

Proof. Note that since JB2

βn
is firmly nonexpansive, then in the case of 〈A∗(I−JB2

βn
)Awn−A∗(I−JB2

βn
)Ayn, wn−

yn〉 6= 0, we arrive at

〈A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn, wn − yn〉

= 〈(I − JB2

βn
)Awn − (I − JB2

βn
)Ayn, Awn −Ayn〉

= ‖Awn −Ayn‖2 − 〈JB2

βn
Awn − JB2

βn
Ayn, Awn −Ayn〉

≤ ‖Awn −Ayn‖2 − ‖JB2

βn
Awn − JB2

βn
Ayn‖2

≤ ‖Awn −Ayn‖2

≤ ‖A‖2‖wn − yn‖2,

which further yields that

δ‖wn − yn‖2

〈A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn, wn − yn〉

≥ δ

‖A‖2 .

From the definition of λn+1 and by induction, it follows that the sequence {λn} has an upper bound λ1 +S

and a lower bound min{ δ
‖A‖2 , λ1}. Let

(λn+1 − λn)+ = max{0, λn+1 − λn}, (λn+1 − λn)− = max{0,−(λn+1 − λn)}. (4)

Combining (4) together with the given definition of λn yields that

∞∑
n=1

(λn+1 − λn)+ ≤
∞∑
n=1

Sn < +∞. (5)

From (5), we deduce that the series
∞∑
n=1

(λn+1 − λn)+ is convergence.
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In what follows, we establish the convergence of the series
∞∑
n=1

(λn+1 − λn)−. We processed by contra-

diction, suppose that
∞∑
n=1

(λn+1 − λn)− = +∞. From the fact that

λn+1 − λn = (λn+1 − λn)+ − (λn+1 − λn)−,

we arrive at

λn+1 − λ1 =
m∑
n=1

(λn+1 − λn) =
m∑
n=1

(λn+1 − λn)+ −
m∑
n=1

(λn+1 − λn)−. (6)

Passing m → +∞ in (6), we get λn → −∞(n → ∞), which contradicts the boundness of λn. From the

convergence of the series
m∑
n=1

(λn+1 − λn)+ and
m∑
n=1

(λn+1 − λn)− , taking m → +∞ again in (6). Conse-

quently, lim
n→∞

λn = λ. On the other hand, the sequence {λn} has a lower bound min{ δ
‖A‖2 , λ1} and an upper

bound λ1 + S. Finally, we conclude that λ ∈ [min{ δL , λ1}, λ1 + S], L = ‖A‖2.

Remark 3.2 The step size in Algorithm 3.1 is allowed to increase from iteration to iteration. Thus, Algo-

rithm 3.1 reduces the dependence on the initial step size λ1.

Theorem 3.1 Let H1 and H2 be the two Hilbert spaces. Let {λn} ⊂ [min{ δL , λ1}, λ1 + S], where S =
∞∑
n=1

Sn

and L = ‖A‖2. {βn}n≥N is a sequence in [β,∞) for some β > 0, and {θn} be a non-decreasing sequence such

that 0 ≤ θn < θ < ((2−κ)/κ)/((2−κ)/κ+φ+1)), κ ∈ (0, 2), φ = max{1, (2−κ)/κ}. Assume that the sequence

{xn} generated by Algorithm 3.1 converges weakly to a point z ∈ Γ .

Proof. Part 1. There exists N ≥ 0 such that for any n ≥ N ,

‖wn − yn‖2 ≤
1 + µ(2 + (λ1 + S)‖A‖2)

(1− µ)2
‖xn+1 − wn‖2.

Indeed, by (2) and (3), one has

〈wn − yn, d(wn, λn)〉

= 〈wn − yn, wn − yn − λn[A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn]〉

= ‖wn − yn‖2 − λn
λn+1

λn+1〈wn − yn, A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn〉

≥ ‖wn − yn‖2 − δλn
λn+1

‖wn − yn‖2

= (1− δλn
λn+1

)‖wn − yn‖2.

Since

lim
n→∞

(1− δλn
λn+1

) = 1− δ > 1− µ,

where δ ∈ (0, µ) ⊂ (0, 1). Then, ∃N ≥ 0 such that ∀n ≥ N , 1− δλn
λn+1

> 0. So, for any n ≥ N ,

〈wn − yn, d(wn, λn)〉 ≥ (1− µ)‖wn − yn‖2. (7)

By Lemma 3.1, we get that
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‖d(wn, λn)‖2 = ‖wn − yn − λn[A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn]‖2

= ‖wn − yn‖2 + λ2n‖A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn‖2

− 2λn
λn+1

λn+1〈wn − yn, A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn〉

≤ ‖wn − yn‖2 +
‖A‖2λ2

n
λn+1

λn+1〈wn − yn, A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn〉

+ 2λn
λn+1

|λn+1〈wn − yn, A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn〉|

≤ ‖wn − yn‖2 +
‖A‖2δλ2

n
λn+1

‖wn − yn‖2 + 2δλn
λn+1

‖wn − yn‖2

≤ (1 + ‖A‖2δ(λ1+S)λn
λn+1

+ 2δλn
λn+1

)‖wn − yn‖2.

Since

lim
n→∞

(1 +
‖A‖2δ(λ1 + S)λn

λn+1
+

2δλn
λn+1

) = 1 + ‖A‖2δ(λ1 + S) + 2δ < 1 + ‖A‖2µ(λ1 + S) + 2µ,

where δ ∈ (0, µ) ⊂ (0, 1). Then, ∃N ≥ 0 such that ∀n ≥ N , 1+ ‖A‖
2δ(λ1+S)λn
λn+1

+ 2δλn
λn+1

< 1+‖A‖2µ(λ1+S)+2µ.

Therefore, for all n ≥ N ,

‖d(wn, λn)‖2 ≤ (1 + ‖A‖2µ(λ1 + S) + 2µ)‖wn − yn‖2. (8)

Combining (7) and (8), it holds that for all n ≥ N ,

αn =
〈wn − yn, d(wn, λn)〉
‖d(wn, λn)‖2

≥ 1− µ
1 + µ(2 + (λ1 + S)‖A‖2)

. (9)

Employing (2) and (9) , we obtain that for all n ≥ N ,

〈wn − yn, d(wn, λn)〉 = αn‖d(wn, λn)‖2

= 1
αn
‖αnd(wn, λn)‖2

= 1
κ2αn

‖xn+1 − wn‖2

≤ 1+µ(2+(λ1+S)‖A‖2)
κ2(1−µ) ‖xn+1 − wn‖2.

(10)

This, along with (7), verifies that for all n ≥ N ,

‖wn − yn‖2 ≤
1

1− µ 〈wn − yn, d(wn, λn)〉 ≤ 1 + µ(2 + (λ1 + S)‖A‖2)

κ2(1− µ)2
‖xn+1 − wn‖2.

Hence, Part 1 is proved.

Part 2. For any n ≥ N ,

‖xn+1 − z‖2 ≤ (1 + θn)‖xn − z‖2 − θn‖xn−1 − z‖2 + θn(1 + θn)‖xn − xn−1‖2 − ‖xn+1 − wn‖2, ∀z ∈ Γ.

Let z ∈ Γ , then z ∈ B−1
1 (0), by Lemma 2.3 (e) and the definition of yn, we have

〈yn − z, wn − yn − λnA∗(I − JB2

βn
)Awn〉 ≥ 0. (11)

Additionally, one obtain Az ∈ B−1
2 (0) and Az ∈ Fix(JB2

β ). This verifies that JB2

βn
Az = Az. By Lemma 2.3

(d), one has
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〈yn − z, λn(A∗(I − JB2

βn
)Ayn −A∗(I − JB2

βn
)Az〉 ≥ λn‖(I − JB2

βn
)Ayn − (I − JB2

βn
)Ay‖2.

This means that

〈yn − z, λnA∗(I − JB2

βn
)Ayn〉 ≥ λn‖(I − JB2

βn
)Ayn‖2. (12)

In view of (11) and (12), we have

〈yn − z, d(wn, λn)〉 = 〈yn − z, wn − yn − λn(A∗(I − JB2

βn
)Awn −A∗(I − JB2

βn
)Ayn)〉

= 〈yn − z, wn − yn − λnA∗(I − JB2

βn
)Awn〉

+ λn〈yn − z,A∗(I − JB2

βn
)Ayn〉

≥ λn‖(I − JB2

βn
)Ayn‖2,

which implies that

〈wn − z, d(wn, λn)〉 = 〈wn − yn + yn − z, d(wn, λn)〉

= 〈wn − yn, d(wn, λn)〉+ 〈yn − z, d(wn, λn)〉

≥ 〈wn − yn, d(wn, λn)〉+ λn‖(I − JB2

βn
)Ayn‖2.

(13)

From (2),(9) and (13), we obtain that ∀n ≥ N ,

‖xn+1 − z‖2 = ‖wn − καnd(wn, λn)− z‖2

= ‖wn − z‖2 − 2καn〈wn − z, d(wn, λn)〉+ κ2α2
n‖d(wn, λn)‖2

≤ ‖wn − z‖2 − 2καn〈wn − yn, d(wn, λn)〉 − 2καnλn‖(I − JB2

βn
)Ayn‖2

+ κ2α2
n‖d(wn, λn)‖2

= ‖wn − z‖2 − κα2
n(2− κ)‖d(wn, λn)‖2 − 2καnλn‖(I − JB2

βn
)Ayn‖2

≤ ‖wn − z‖2 − 2−κ
κ ‖xn+1 − wn‖2 − 2καnλn‖(I − JB2

βn
)Ayn‖2

(14)

Now, by Lemma 2.1 and (1), we get

‖wn − z‖2 = (1 + θn)‖xn − z‖2 − θn‖xn−1 − z‖2 + θn(1 + θn)‖xn − xn−1‖2. (15)

Combining (9),(14) and (15) implies that ∀n ≥ N ,

‖xn+1 − z‖2 ≤ (1 + θn)‖xn − z‖2 − θn‖xn−1 − z‖2 + θn(1 + θn)‖xn − xn−1‖2

− 2−κ
κ ‖xn+1 − wn‖2 − 2καnλn‖(I − JB2

βn
)Ayn‖2

≤ (1 + θn)‖xn − z‖2 − θn‖xn−1 − z‖2

+ θn(1 + θn)‖xn − xn−1‖2 − 2−κ
κ ‖xn+1 − wn‖2.

Hence, we have Part 2.

Part 3. The sequence {xn} is bounded.

Note that
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‖xn+1 − wn‖2 = ‖xn+1 − xn − θn(xn − xn−1)‖2

= ‖xn+1 − xn‖2 + θ2n‖xn − xn−1‖2 − 2θn〈xn+1 − xn, xn − xn−1〉

≥ ‖xn+1 − xn‖2 + θ2n‖xn − xn−1‖2 − 2θn‖xn+1 − xn‖‖xn − xn−1‖

≥ ‖xn+1 − xn‖2 + θ2n‖xn − xn−1‖2 − θn‖xn+1 − xn‖2 − θn‖xn − xn−1‖2

= (1− θn)‖xn+1 − xn‖2 + (θ2n − θn)‖xn − xn−1‖2.

(16)

Substituting (16) into Part 2, we obtain that ∀n ≥ N ,

‖xn+1 − z‖2 ≤ (1 + θn)‖xn − z‖2 − θn‖xn−1 − z‖2 + θn(1 + θn)‖xn − xn−1‖2

− (1− θn)‖xn+1 − xn‖2 − (θ2n − θn)‖xn − xn−1‖2

≤ (1 + θn)‖xn − z‖2 − θn‖xn−1 − z‖2 − (1− θn)‖xn+1 − xn‖2

+ θn(1 + θn + (1− θn)2−κ
κ )‖xn − xn−1‖2.

(17)

Observe that 1 + θn + (1 − θn)2−κ
κ ≤ 1 + max{1, 2−κκ }, denote φ = max{1, 2−κκ }. Therefore, 1 + θn + (1 −

θn)2−κ
κ ≤ 1 + φ. So, it follows from (17) that ∀n ≥ N ,

‖xn+1 − z‖2 ≤ (1 + θn)‖xn − z‖2 − θn‖xn−1 − z‖2 − (1− θn)(2−κ
κ )‖xn+1 − xn‖2

+ θn(1 + φ)‖xn − xn−1‖2.
(18)

Let

ϕn = ‖xn − z‖2 − θn‖xn−1 − z‖2 + θn(1 + φ)‖xn − xn−1‖2.∀n ≥ N.

Recall that θn is non-decreasing, then ∀n ≥ N ,

ϕn+1 − ϕn

≤ − (1−θn)(2−κ)
κ ‖xn+1 − xn‖2 + θn(1 + φ)‖xn − xn−1‖2

+ θn+1(1 + φ)‖xn+1 − xn‖2 − θn(1 + φ)‖xn − xn−1‖2

= −[ (1−θn)(2−κ)κ − θn+1(1 + φ)]‖xn+1 − xn‖2

= −[ (2−κ)κ − ( (2−κ)
κ θn + θn+1(1 + φ))]‖xn+1 − xn‖2

≤ −[ (2−κ)κ − θ( (2−κ)
κ + 1 + φ)]‖xn+1 − xn‖2.

Choose K = (2−κ)
κ − θ( (2−κ)

κ + 1 + φ), by the condition on θ, we know K > 0. Thus,

ϕn+1 − ϕn ≤ −K‖xn+1 − xn‖2.

This shows that {ϕn} is a non-increasing sequence, then ϕn ≥ ‖xn − z‖2 − θn‖xn−1 − z‖2. Bellow, for any

n ≥ N , one has
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‖xn − z‖2 ≤ θn‖xn−1 − z‖2 + ϕn

≤ θ‖xn−1 − z‖2 + ϕN

≤ θ(θ‖xn−2 − z‖2 + ϕn−1) + ϕN

≤ · · · ≤ θn−N‖xN − z‖2 + ϕN (θn−N + · · ·+ θ + 1)

≤ θn−N‖xN − z‖2 + ϕN
1−θ .

Since ϕn+1 ≥ −θn+1‖xn − z‖2, for all n ≥ N , one gets that

−ϕn+1 ≤ θn+1‖xn − z‖2 ≤ θ‖xn − z‖2 ≤ θn−N+1‖xN − z‖2 + θϕN
1−θ

≤ ‖xN − z‖2 + θϕN
1−θ .

(19)

it verifies from (19) that

K

n∑
j=N

‖xj+1 − xj‖2 ≤ ϕN − ϕn+1 ≤ ‖xN − z‖2 +
ϕN

1− θ ,

which further implies that

K

∞∑
j=N

‖xj+1 − xj‖2 ≤ +∞.

This shows that

lim
n→∞

‖xn+1 − xn‖ = 0. (20)

Also, since θn < θ, we have

‖xn+1 − wn‖2 = ‖xn+1 − xn‖2 + θ2n‖xn − xn−1‖2

− 2θn〈xn+1 − xn, xn − xn−1〉 → 0.
(21)

For ∀z ∈ Γ , using (18),(20) and Lemma 2.6, one arrives at

lim
n→∞

‖xn − z‖2 = t.

Using(15), one also has

lim
n→∞

‖wn − z‖2 = t.

This verifies that {xn},{wn} and {yn} are bounded, the proof of Part 3 is completed.

Part 4. We establish the sequential weak limit points of {xn} is in Γ . Now, by (1)and (21), we derive

that

0 ≤ ‖xn − wn‖ = θn‖xn+1 − xn‖ ≤ θ‖xn+1 − xn‖ → 0. (22)

Employing Part 1 and (22), we show that

lim
n→∞

‖yn − wn‖ = 0. (23)

By (14), we get

‖xn+1 − z‖2 ≤ ‖wn − z‖2 − 2καnλn‖(I − JB2

βn
)Ayn‖2,
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From (9), it verifies that ∀n ≥ N ,

‖xn+1 − z‖2 ≤ ‖wn − z‖2 − 2κ
1− µ

1 + µ(2 + (λ1 + S)‖A‖2)
λn‖(I − JB2

βn
)Ayn‖2,

that is, ∀n ≥ N ,

2κ
1− µ

1 + µ(2 + λ‖A‖2)
λn‖(I − JB2

βn
)Ayn‖2 ≤ ‖wn − z‖2 − ‖xn+1 − z‖2 ≤ ‖xn+1 −wn‖(‖wn − z‖+ ‖xn+1 − z‖).

So, by means of (21) and lim
n→∞

λn = λ > 0, we conclude that

lim
n→∞

‖(I − JB2

βnk
)Ayn‖ = 0. (24)

Moreover, we have

‖Awn − JB2

βn
Awn‖ ≤ ‖Awn − JB2

βn
Awn −Ayn + JB2

βn
Ayn‖+ ‖(I − JB2

βn
)Ayn‖

≤ 2‖A‖‖wn − yn‖+ ‖(I − JB2

βn
)Ayn‖.

This implies, by (23) and (24),that

lim
n→∞

‖(I − JB2

βn
)Awn‖ = 0. (25)

From (25) and Lemma 2.3 (c), we deduce that

lim
n→∞

‖(I − JB2

β )Awn‖ ≤ lim
n→∞

‖(I − JB2

βn
)Awn‖ = 0. (26)

On the other hand,

‖yn − JB1

βn
wn‖ = ‖JB1

βn
(wn − λnA∗(I − JB2

βn
)Awn)− JB1

βn
wn‖

≤ λn‖A∗‖‖(I − JB2

βn
)Awn‖.

(27)

Note that lim
n→∞

λn = λ > 0, which together with (25) and (27) implies that

lim
n→∞

‖yn − JB2

βn
wn‖ = 0.

This along with lim
n→∞

‖yn − wn‖ = 0, further yields that

‖wn − JB1

βn
wn‖ = ‖wn − yn + yn − JB1

βn
wn‖

≤ ‖wn − yn‖+ ‖yn − JB2

βn
wn‖

→ 0 as n→∞.

(28)

By (28) and Lemma 2.3 (c), we conclude that

lim
n→∞

‖wn − JB1

β wn‖ ≤ lim
n→∞

‖(I − JB2

βn
)wn‖ = 0. (29)

Since {wn} is bounded, then there is a subsequence {wnk} of {wn} such that wnk ⇀ z ∈ H1. Note that A

is a bounded and linear operator, we get Awnk ⇀ Az. By (29), Lemma 2.2 and Lemma 2.3(b), we have

z ∈ Fix(JB1

β ). According to (26), Lemma 2.2 and Lemma 2.3(b), we get Az ∈ Fix(JB2

β ). As a result, we

derive that z ∈ Γ . Employing Lemma 2.6, we have wn ⇀ z ∈ Γ .
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4 Numerical Experiments

In this section, we provide numerical experiments to demonstrate our algorithm and compare them with

Chuang’s algorithm [12] and the algorithm of Majee and Nahak [16]. We generate random data by the

generator randn in software MATLAB 2017a. All the numerical experiments are conducted on an Intel(R)

Core(TM)i7-6700 CPU@3.40GHZ PC with 8GB of RAM running 64-bit Windows operating system.

0 100 200 300 400 500 600 700 800
10-15

10-10

10-5

100

105

(a) Number of Iterations(n)
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(b) Iterative times(CPU)

Fig. 1 ‖xn − x∗‖ is the stopping criterion, n and CPU stand for Number of Iterations and Iterative times measured in

seconds, respectively. Comparison with ε = 10−13 for the problem 4.1 with m=1000.
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Fig. 2 ‖xn − x∗‖ is the stopping criterion, n and CPU stand for Number of Iterations and Iterative times measured in

seconds, respectively. Comparison with ε = 10−13 for the problem 4.1 with m=3000.

Example 4.1 [26] Let matrices A,A1, A2 : Rm → Rm are generated from a normal distribution with mean

zero and unit variance. Let B1, B2 : Rm → Rm be defined by B1(x) = A∗1A1x and B2(y) = A∗2A2y. We

mainly find a point x∗ = (x1, · · · , xm)T ∈ Rm such that B1(x) = (0, · · · , 0)T and B2(Ax) = (0, · · · , 0)T .

In fact, x1 = 0, · · · , xm = 0. Let ε > 0 and the stopping criterion is given by ‖xn−x∗‖ < ε. The iterative

process is started with initial x0 = x1 = (1, · · · , 1)T , θn = 0.3 suggested in [16], and

θn =


1

nk‖xn−xn−1‖2
, if n ≥ 2,

0, if n = 1.
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for Chuang’s algorithm. Set λ = λn = 0.3
‖A‖2 , k = 9, βn = 0.19 for Chuang’s algorithm, λn = 0.3

‖A‖2 , βn =

0.19, κ = 1.2, for the algorithm of Majee and Nahak, the initial step size λ1 = 0.001, δ = 0.3, Sn =

0.3
(n+1)1.1

, βn = 0.19, κ = 1.2 for Algorithm 3.1. The results are shown in Fig.1 and Fig.2.

For each m, as shown in Fig.1 and Fig.2, our method performs better. This shows that the variable

step size scheme (3) is highly recommended.

5 Applications

5.1 Split feasibility problem

Let C and Q be non-empty closed convex subsets of infinite dimensional real Hilbert spaces H1 and H2,

respectively. Let A : H1 → H2 be a linear and bounded operator. The split feasibility problem (SFP) is the

following:

Find x̃ ∈ C such that Ax̃ ∈ Q.

Let S be the solution set of the problem (SFP). For the study of the problem (SFP), a lot of related results

can be found in existing references. Here, the reader can refer to [26–28] for more detail about it. Let

f : H → (−∞,∞) be be a proper lower semi-continuous (lsc) convex function. Then the subdifferential ∂f

of f is defined by

∂f(x) = {ξ ∈ H : f(x)− f(y) ≤ 〈ξ, x− y〉, ∀ y ∈ H}, ∀ x ∈ H.

Let C be non-empty closed convex subset of an infinite dimensional real Hilbert space H, and δC be the

indicator function of C, namely,

δC(x) =


0, if x ∈ C,

∞, otherwise.

In addition, we define the normal cone NC(µ̃) of C at µ̃ by

NC(µ̃) = {ξ ∈ H : 〈ξ, ṽ − µ̃〉 ≤ 0, ∀ ṽ ∈ C}.

Since δC is a proper, lsc and convex function on H. So, the subdifferential ∂δC of δC becomes a maximal

monotone operator. Hence, we define the resolvent operator J∂δCλ of ∂δC for arbitrary λ > 0 by

J∂δCλ (x) = (I + λ∂δC)−1x, ∀x ∈ H.

We further see that for all x ∈ C,

∂δC(x) = {ξ ∈ H : δC(x)− δC(y) ≤ 〈ξ, x− y〉, ∀ y ∈ H}

= {ξ ∈ H : 〈ξ, y − x〉 ≤ 0, ∀ y ∈ C}

= NC(x).
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Thereby, for all λ > 0, we have

y = J∂δCλ (x)⇔ x ∈ y + λ∂δC(y)

⇔ x− y ∈ λ∂δC(y)

⇔ 〈x− y, z − y〉 ≤ 0 ∀z ∈ C

⇔ y = PCx

The algorithm corresponding to the problem (SFP) is the following :

Algorithm 5.1:

Step0: Given λ1 > 0, δ ∈ (0, µ) ⊂ (0, 1). Let x0, x1 ∈ H1 be arbitrary and {βn}n∈N be a sequence in (0,∞).

Choose a nonnegative real sequence {Sn} such that
∞∑
n=1

Sn <∞.

Iterative steps: Update xn+1 as follows:

Step1: Given the iterates xn−1 and xn (n ≥ 1), compute

wn = xn + θn(xn − xn−1),

yn = PC(wn − λnA∗(I − PQ)Awn),

if yn = wn, then stop and yn is a solution of the problem (SFP). Otherwise,

Step2: Update

xn+1 = wn − καnd(wn, λn), κ ∈ (0, 2).

d(wn, λn) = wn − yn − λn[A∗(I − PQ)Awn −A∗(I − PQ)Ayn],

αn = 〈wn−yn,d(wn,λn)〉
‖d(wn,λn)‖2 .

Step3: Update the step size λn,

λn+1 =


min{ δ‖wn−yn‖2

〈A∗(I−PQ)Awn−A∗(I−PQ)Ayn,wn−yn〉 , λn + Sn}, if 〈A∗(I − PQ)Awn −A∗(I − PQ)Ayn, wn − yn〉 6= 0,

λn + Sn, otherwise.

Step4: Set n := n+ 1, and go to Step 1.

By theorem 3.1, we can obtain the following weak convergence result of the proposed algorithm for the

problem (SFP).

Theorem 5.1 Let C and Q be non-empty closed convex subsets of infinite dimensional real Hilbert spaces H1

and H2, respectively. Let A : H1 → H2 be a linear and bounded operator. A∗ is the adjoint operator of A. Let

0 ≤ θn < θ < ((2− κ)/κ)/((2− κ)/κ+ φ+ 1)), κ ∈ (0, 2), {βn}n∈N be a sequence in (β,∞) ⊂ (0,∞), Γ be the

solution set of the problem (SFP ) and the sequence {λn} ⊂ [min{ δ
‖A‖2 , λ1}, λ1 + S]. Where S =

∞∑
n=1

Sn.

Suppose that Γ 6= ∅, then the sequence {xn} generated by Algorithm 5.1 converges weakly to a point of Γ .

Example 5.1[15] Let H1 = H2 = L2([0, 1]) with norm ‖x‖L2 = (
∫ 1

0
x(t)2dt)

1
2 and inner product 〈x, y〉 =∫ 1

0
x(t)y(t)dt, x, y ∈ L2([0, 1]). Let C = {x ∈ L2([0, 1]) : ‖x‖L2 ≤ 1} and Q = {x ∈ L2([0, 1]) : 〈x, t〉 = 0}. Set

Ax(t) = x(t)
2 . Let ε > 0 and the stopping criterion is given by ‖xn+1−xn‖L2 < ε, θn = 0.3 suggested in [16],

and
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θn =


1

nk‖xn−xn−1‖2
, if n ≥ 2,

0, if n = 1.

for Chuang’algorithm. Set λn = 0.499, k = 9 for Chuang’s algorithm, λn = 0.499, κ = 1.2 for the algorithm

of Majee and Nahak, and the initial step size λ1 = 0.499, δ = 0.499, Sn = 0.3
(n+1)1.1

, κ = 1.2 for Algorithm

3.1. we choose two initial points:

(a) x0 = t4, x1 = t+ 1;

(b)x0 = 2 sin(t), x1 = cos(t).

The results are shown in Fig.3 and Fig.4.

From Fig.3 and Fig.4, it is clear that Algorithm 3.1 has a better convergence than other compared

algorithms do in number of iterations and iterative times in each given initial points.
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Fig. 3 Error is the stopping criterion, n and CPU stand for Number of Iterations and Iterative times measured in seconds,

respectively. Comparison with ε = 10−4 for the problem 5.1 with the initial point(a).
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Fig. 4 Error is the stopping criterion, n and CPU stand for Number of Iterations and Iterative times measured in seconds,

respectively. Comparison with ε = 10−4 for the problem 5.1 with the initial point(b).

5.2 Split minimization problem

This subsection is devoted to the study of the split minimization problem (SMP):

Find x̃ ∈ H1 such that x̃ ∈ arg min
x∈H1

f̃(x) and Ax̃ ∈ arg min
y∈H2

g(y),
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where f̃ : H1 → R and g : H2 → R are proper,lower semi-continuous convex(lsc)functions.

In a real Hilbert space H, we define the proximal operator of f̃ by

proxβ,f̃ (x) = argmin
x∈H
{f̃(x) +

1

2β
‖x− y‖2}, β > 0, ∀y ∈ H.

Recall that

proxβ,f̃ (x) = (I + β∂f)−1(x) = J∂f̃β (x),

where ∂f̃ is the subdifferential of f̃ defined as

∂f̃(x) = {x̃ ∈ H : f̃(x) + 〈y − x, x̃〉 ≤ f̃(y), ∀y ∈ H}.

In view of [29], we know that ∂f̃ is a maximal monotone operator and proxβ,f̃ is firmly nonexpansive.

The algorithm corresponding to the problem (SMP) is the following:

Algorithm 5.2:

Step0: Given λ1 > 0, δ ∈ (0, µ) ⊂ (0, 1). Let x0, x1 ∈ H1 be arbitrary and {βn}n∈N be a sequence in

(β,∞) ⊂ (0,∞). Choose a nonnegative real sequence {Sn} such that
∞∑
n=1

Sn <∞.

Iterative steps: Update xn+1 as follows:

Step1: Given the iterates xn−1 and xn (n ≥ 1), compute

wn = xn + θn(xn − xn−1),

yn = proxβn,f̃ (wn − λnA∗(I − proxβn,g)Awn),

if yn = wn, then stop and yn is a solution of the problem (SMP). Otherwise,

Step2: Update

xn+1 = wn − φαnd(wn, λn), φ ∈ (0, 2).

d(wn, λn) = wn − yn − λn[A∗(I − proxβn,g)Awn −A
∗(I − proxβn,g)Ayn],

αn = 〈wn−yn,d(wn,λn)〉
‖d(wn,λn)‖2 .

Step4: Update the step size λn

λn+1 =


min{ δ‖wn−yn‖2

〈A∗(I−proxβn,g)Awn−A
∗(I−proxβn,g)Ayn,wn−yn〉

, λn + Sn}, if w̃n 6= 0,

λn + Sn, otherwise,

where w̃n = 〈A∗(I − proxβn,g)Awn −A
∗(I − proxβn,g)Ayn, wn − yn〉.

Step5: Set n := n+ 1, and go to Step 1.

By theorem 3.1, we get the following weak convergence result of the proposed algorithm for the problem

(SMP).

Theorem 5.2 Let H1 and H2 be the two infinite dimensional real Hilbert spaces. Let f̃ , g, A be the operators

defined as above. Let {βn}n∈N be a sequence in (β,∞) ⊂ (0,∞), 0 ≤ θn < θ < ((2−κ)/κ)/((2−κ)/κ+φ+1)), κ ∈

(0, 2), and Γ be the solution set of the problem (SMP ). The sequence {λn} ⊂ [min{ δ
‖A‖2 , λ1}, λ1 + S], where

S =
∞∑
n=1

Sn.
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Suppose that Γ 6= ∅, then the sequence {xn} generated by Algorithm 5.2 converges weakly to a point of Γ .

Example 5.2 [15]Let H1 = H2 = RN and f̃(x) = 1
2d

2
C(x), where C ⊂ RN is a unit ball and g(x) = 1

2‖x‖
2.

Let ε > 0 and the stopping criterion is given by ‖xn − proxβn,f̃ (xn)‖+ ‖Axn − proxβn,g(Axn)‖ < ε. Choose

x0 = (0, 0, 0, · · · , 0), x1 = (1, 1, 1, · · · , 1) ∈ RN , A = I, θn = 0.3 suggested in [16], and

θn =


1

nk‖xn−xn−1‖2
, if n ≥ 2,

0, if n = 1.

for Chuang’algorithm. Set λn = 0.499, k = 9, βn = 0.19 for Chuang’s algorithm, λn = 0.499, βn = 0.19, κ =

1.99 for the algorithm of Majee and Nahak , and the initial step size λ1 = 0.499, βn = 0.19, δ = 0.499, Sn =

2
(n+1)1.1

, φ = 1.99 for Algorithm 3.1. The results are the following:
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Fig. 5 Error is the stopping criterion, n and CPU stand for Number of Iterations and Iterative times measured in seconds,

respectively. Comparison with ε = 10−12 for the problem 5.2 with N=5000.
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Fig. 6 Error is the stopping criterion, n and CPU stand for Number of Iterations and Iterative times measured in seconds,

respectively. Comparison with ε = 10−12 for the problem 5.2 with N=10000.

See Fig.5 and Fig.6, it is shown that great advantages of our iterative algorithms over others in each

given N .
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6 Conclusions

In this paper, we consider the weak convergence results for variational inclusion problems under relaxed

conditions. We modify Chuang’s algorithm [12] and the algorithm of Majee and Nahak[16] with new and

simple step sizes. The weak convergence results are established without any requirement of additional prox-

imities. Also, the application of Algorithm 3.1 is successfully applied for solving the split feasible problem

and split minimization problem. Some numerical experiments confirm the efficiency of the algorithm.
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