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Research on real-time correction of flood forecasts in the middle reaches of 18 

the Yellow River using AR、ARMAX and LSTM models 19 

Abstract: The development of flood forecasting technology is crucial to flood control. 20 

Therefore, it is very essential to use the method of real-time error correction to improve 21 

the accuracy and reliability of the flood forecasting model. For flood forecasting, this 22 

study evaluated the performance of a single Excess Infiltration and Excess Storage (EIES) 23 

flood forecast model and the forecast model after error correction using the linear Auto 24 

Regressive, Auto Regressive Moving Average with exogenous inputs (ARMAX), and 25 

Long Short-term Memory Network (LSTM), and then compared the performance of each 26 

model forced with historical flood data in the upper reaches of Jingle station of the Fen 27 

River in China. These EIES-standalone, EIES-AR, EIES-ARMAX, and EIES-LSTM 28 

frameworks are field-tested for 1- to 6-hours lead-time flood forecasting with historical 29 

flood data. The capability of the four models are compared using the mean absolute error 30 

(MAE), Nash–Sutcliffe efficiency (NSE), Pearson’s correlation coefficients (r), and Percent 31 

error in volume (Evol). The evaluation measures analysis reveal that EIES-AR and EIES-32 

ARMAX perform acceptable when the lead time is 1 hour(NSE>0.7), but poorly when the 33 

lead time is 2-6 hours; EIES-LSTM model performs well and is the best approach of these 34 

models for short to medium range flood forecasting with up to 6 hours lead-time(NSE≥35 

0.75). 36 

Keywords: Error correction; EIES; Flood forecast; AR; ARMAX; LSTM 37 

1. Introduction 38 

As people pay more and more attention to the flood disasters in many river basins in the 39 

world, real-time flood forecasting is regarded as a non-structural measure to develop flood 40 

early warning system. The premise of flood control is not only reliable flow, but also 41 
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sufficient lead time. Generally speaking, the reliability of the advance time of flood 42 

forecasting is assessed by the minimum early warning time required for disaster 43 

management preparatory action. If predictions are to be made which are in view of existing 44 

historical discharge or water level records, using these records to extrapolate a period of 45 

time is acceptable. 46 

In the literature on flood forecasting, distributed hydrological model is not only an 47 

effective means to explore and understand the process and mechanism of complex 48 

hydrological cycle, but also an effective tool to solve the important problems in the field of 49 

hydrology. It has played an important role in the research of climate change, Land-50 

Use/Cover Change (LUCC), lack of data areas, eco-hydrology, water resources 51 

management and other fields (Hwang et al., 2018; Ko, et al.,2019; Krogh & Pomeroy,2019). 52 

Physical (distributed) and experience-based (concept) hydrological models are used to 53 

calculate watershed runoff (Beven,1989; Berstrom,1991; Singh,1995; Refsgaard,1996). 54 

The benefits of using distributed hydrological models retain the watershed characteristics 55 

(Vieux et al., 2002). In order to simulate runoff in the flow domain, an appropriate 56 

hydrological model must be selected. According to the watershed hydrological profile and 57 

the existing data, an appropriate distributed hydrological model is selected to forecast the 58 

watershed runoff in real time. Through the event-based rainfall-runoff model, the 59 

discharge forecast in the basin and the warning to flood events are effective (Ajmal et al., 60 

2015; Reddy et al., 2007; Zhang et al., 2015). When planning and managing water resources, 61 

accurate measurement of runoff and flood peaks plays a vital role (Athanasios & Lampros, 62 

2014). In the light of the complexity and importance of the runoff process, the runoff 63 

process must be simulated according to the physical law that controls the runoff 64 

phenomenon. The observed runoff and meteorological data were primarily used for 65 
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understanding hydrological processes and to calculate runoff in the basins. The 66 

hydrological process depends on watershed parameters, such as slope, drainage and canal 67 

characteristics (Kishor, et al. 2014; Jong, et al. 2015). 68 

Due to the complexity of hydrological phenomena, there are uncertainties in the structure 69 

of the model, model parameters, and model input, which affect the prediction accuracy of 70 

the hydrological model and reduce the accuracy of the prediction results. The 71 

development of real-time correction technology has greatly improved the accuracy of 72 

hydrological model in flood forecasting. At present, there are many real-time correction 73 

methods applied to flood forecasting, which can be roughly divided into two categories: 74 

the first is the error correction of forecasting process. Its essence is to correct the parameters 75 

and state variables of the flood forecasting model, and then forecast by using the corrected 76 

model, so as to improve the forecasting accuracy, such as recursive least square method, 77 

dynamic system response method (Si, et al., 2015), Kalman filter algorithm (Zhou, et al., 78 

2020; Lee, et al., 2019) and so on. However, this kind of method needs complete 79 

intermediate real-time monitoring data, so it is difficult to apply in watersheds where 80 

hydrological monitoring data are scarce. The second is the error correction of the forecast 81 

results, that is, the error of the model forecast is directly corrected without directly 82 

considering the flood forecasting process, so as to effectively reduce the forecast error, 83 

update the original forecast value and improve the forecast accuracy, such as error 84 

autoregressive(AR) method, autoregressive moving average(ARMA) method, ARMA 85 

with exogenous input (ARMAX) models (Bogner & Kalas, 2008) and back propagation 86 

neural network(BPNN) correction method(Thirumalaiah & Deo, 2000). Among the many 87 

correction schemes, the "forecast result error correction method" has been widely used. it 88 

uses flow observations to directly modify the forecast discharge in real time without 89 
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interfering with the operation of the flood forecasting model and does not need to re-run 90 

the flood forecasting model. there is no need to modify the model parameters. This kind 91 

of method and forecasting model are not only related to each other, but also operate 92 

independently to a certain extent. it can be used in conjunction with a variety of flood 93 

forecasting models with low requirements for real-time data, and can be applied to a wider 94 

range of river basins.  95 

At present, linear regression methods are widely used in real-time correction of flood 96 

forecasting. such as autoregressive moving average (ARMA) or ARMA with exogenous 97 

inputs, introduced by Box and Jenkins (1976). AR has been used to forecast discharge 98 

(Shamseldin & O’Connor, 1999; Abrahart & See, 2000). According to the World 99 

Meteorological Organization (WMO, 1992), there are generally four types of programs for 100 

model update, including the update of model state variables, parameter variables, input 101 

variables, and output variables. The output variable update method of the model is not 102 

related to the structure of the simulation model and has a wide range of applications, also 103 

is the most extensive. As usual, linear regressive time series models have been used such 104 

as AR (Serban & Askew, 1991; Xiong & O’Connor, 2002) or ARMA (Shamseldin & 105 

O’Connor, 2001; Broersen, 2007) models. For this purpose, the AR or ARMA model is 106 

calibrated using the error existing in the model prediction result, and then the calibrated 107 

model is used for error prediction, and the predicted error is added to the prediction result 108 

of the previous forecast model to provide an updated forecast value. The success of the AR 109 

or ARMA model update process mainly depends on the correlation degree of the time 110 

series of the forecast error obtained by the forecast model (Serban & Askew, 1991; 111 

Shamseldin, 1997). However, these linear regressive models can not represent the highly 112 

nonlinear dynamics inherent in flooding processes well and therefore may not always 113 
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perform adequately, which is the defect of the linear regression method used in flood 114 

forecasting (Hsu et al., 1995).  115 

Data-driven models are becoming more and more popular in the field of hydrological 116 

modeling based on big data and computational intelligence tools such as artificial neural 117 

networks (ANNs) in the last two decades. These computational intelligence tools are based 118 

on a limited understanding of system physics, using only state variables as the input and 119 

output of the model, analyzing the characteristics of system data, and establishing the 120 

correspondence between variables. Therefore, when using ANNs for forecasting, by 121 

establishing mathematical analysis on time series, learning given data samples, and 122 

discovering statistics or causal relationships between variables (Dawson & Wilby, 1998). 123 

The long short-term memory (LSTM) (Hochreiter & Schmidhuber, 1997) is a modern type 124 

of recurrent neural network (RNN) that involves feedback links in the architecture of the 125 

network. In the RNN, the output from the previous step is a plied as the input of the 126 

current step, and the input and output of ANNs are unconstrained. However, one 127 

drawback of the RNN is that it can struggle to learn long sequences; hence, training can be 128 

extremely problematic and lead to the vanishing/exploding gradient problem (Hochreiter 129 

& Schmidhuber, 1997). LSTM can solve this problem in RNN training. By considering the 130 

short-term state and long-term state, LSTM network can identify valuable inputs, save 131 

them in the long-term state, and extract this information whenever it is needed (Lipton et 132 

al., 2015). There are many studies on ANNs for data-driven hydrological modelling, 133 

whereas the number of studies using LSTM for this purpose is relatively fewer. In addition, 134 

there are few researches on combining traditional hydrological forecasting models with 135 

machine learning models for flood forecasting.  136 



 7 of 23 

For these reasons, this study is dedicated to (1) test and verify effectiveness of LSTM in 137 

real-time correction for flood forecast with multiannual flood events; (2) test the 138 

applicability of the LSTM for different lead times (1-6 hours); and (3) compare the 139 

performance of the AR and ARMAX model to verify the advantages of the model’s 140 

correction performance.  141 

2. Case study 142 

2.1. Study area 143 

In the past 50 years, due to the combined effects of climate change and human activities, 144 

the water cycle of the Yellow River Basin has undergone significant changes, and the 145 

watershed situation has become more complicated. Especially in the middle reaches of the 146 

Yellow River, two runoff mechanisms coexist, namely, full-storage runoff and over-147 

permeability runoff, making hydrological forecasting more and more difficult. For this 148 

reason, we choose the object of composition research in Fen River Basin for experiment.  149 

The Fen River which is located in the middle reaches of the Yellow River, is the second 150 

largest tributary of the Yellow River and is situated in the central and southwestern parts 151 

of Shanxi Province, China. The upper reaches of the Fen River is about 216km long and the 152 

drainage area is about 7705km2. It belongs to the mid-latitude semi-arid, semi-humid 153 

temperate continental monsoon climate. The annual average precipitation is 503mm, and 154 

the precipitation decreases from southeast to northwest. The precipitation from June to 155 

September accounts for more than 70% of the total annual precipitation. The amount of 156 

precipitation varies greatly from year to year, and there is continuous low water. The 157 

average water surface evaporation for many years is 1567-2063mm. The controlled area of 158 

Jingle Station occupies about one-third of the upper reaches of the Fen River. It is located 159 

https://fanyi.sogou.com/?keyword=be%20situated&fr=websearch_submit&from=en&to=zh-CHS
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at 111°55′ east longitude and 38°20′ north latitude. The rainfall distribution in the basin 160 

controlled by Jingle station is uneven, showing from south to north and east to West is 161 

gradually increasing. The average annual runoff of Jingle Station is 152.52 m3·s−1. 162 

2.2. Dataset 163 

In this study, Select the rainfall data of the 14 rainfall stations upstream of Jingle Station 164 

during the flood season from 1956 to 2014, and the corresponding flood data at Jingle 165 

Station. The data interval is 1h, divided by floods, and a total of 98 floods are selected. The 166 

first 78 floods are selected as the training set, The time span is 1956-2003, the last 20 floods 167 

are used as the verification and test set: the first 10 floods are used as a verification set, and 168 

the last 10 floods are used as a test set, and the time span is 2003-2014. 169 

3. Methodology 170 

The detailed framework of the prediction method proposed here is given in figures 2 and 171 

the detailed structure of the standalone model is shown in figure 4. First of all, the Excess 172 

Infiltration and Excess Storage model(EIES) is established by using the time series data of 173 

Jingle. Then, an independent EIES model is used to predict the early runoff. Since then, 174 

this square method has been named EIES-standalone method. The other three methods are 175 

to combine EIES model with AR, ARMAX and LSTM error correction or update models 176 

for flood forecasting, which are named EIES-AR, EIESARMAX and EIES-LSTM models 177 

respectively. Therefore, the EIES independent model works in the on-line simulation mode, 178 

and simulates the flood forecast in advance in the EIES model without any error correction. 179 

On the contrary, the variants of EIES-AR, EIESARMAX, and EIES-LSTM models work in 180 

the on-line error update mode, using the error time series generated by the EIES model 181 

corresponding to the observed data, and then using the error series to establish an error 182 
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update model to correct the deviation in the lead time prediction. A brief description of 183 

the modeling framework and error update process is given below. 184 

3.1. Flood forecast model 185 

In view of the characteristics of runoff generation and confluence in the semi-arid and 186 

semi-humid areas of the middle reaches of the Yellow River, this study chose the Excess 187 

Infiltration and Excess Storage model (EIES) to conduct flood forecasting experiments in 188 

the Jingle Basin. This model combines the characteristics of the three-water source model 189 

and the tank model on the basis of the Xinanjiang model (Zhao 1980,1992), and also 190 

considers the combined mechanism of super-permeable runoff and full-filled runoff, 191 

which is conducive to the simulation of the actual situation and analysis The main runoff 192 

generation mode during rainfall makes the model more applicable in semi-arid and semi-193 

humid regions. 194 

The infiltration excess runoff generated over the watershed is due to the variability of soil 195 

heterogeneity. This is not considered in the original Xinanjiang model. The basic structure 196 

of the modified Xinanjiang model is shown in Figure 3. In the figure, 𝑊′~𝛼  is the 197 

distribution curve of water storage capacity in the basin, where 𝑊0 is the actual soil water 198 

storage capacity of the basin at the beginning of the period of rainfall 𝑃 , and its 199 

corresponding maximum ordinate value is 𝑊0
′; 𝐹𝛥𝑡

′ ~𝛽 is placed on 𝑊0
′ and corresponds 200 

to 𝑊0. The distribution curve of infiltration capacity during the watershed period, 𝐹𝑚𝛥𝑡

′  is 201 

the maximum ordinate of 𝐹𝛥𝑡

′ ~𝛽; 𝑥 is the distance from the intersection of the two curves 202 

of 𝑊′~𝛼 and 𝐹𝛥𝑡

′ ~𝛽 to the origin. 203 

3.2. Error forecasting models 204 
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It is completely feasible to develop an error prediction model using the input error 205 

timeseries of 𝜀(𝑡), 𝜀(𝑡 − 1), … , 𝜀(𝑡 − 𝑑),  obtained during the model calibration phase, so 206 

as to achieve the purpose of updating the EIES model to predict the discharges; where 𝜀(𝑡) 207 

is the simulation error between the observed(𝑄𝑜𝑏𝑠) and EIES-simulated (𝑄𝑠𝑖𝑚) discharges 208 

at any time, t, estimated as: 𝜀(𝑡) = 𝑄𝑜𝑏𝑠(𝑡) − 𝑄𝑠𝑖𝑚(𝑡); and 𝑑 is the effective correlation time 209 

lag, which is determined by the autocorrelation function analysis of the error time series. 210 

Subsequently, the historical error sequence can be used as a forecast to predict the error at 211 

the forecast time level α 212 

𝜀̂(𝑡 + 𝛼) = 𝑓{𝜀𝑠𝑖𝑚(𝑡), 𝜀𝑠𝑖𝑚(𝑡 − 1), 𝜀𝑠𝑖𝑚(𝑡 − 2), … 𝜀𝑠𝑖𝑚(𝑡 − 𝑑)}                                                        (1) 213 

where 𝑓{·} represents a linear or nonlinear error prediction model selected based on the 214 

complexity of the hierarchical model. The details of these error correction models are as 215 

follows. 216 

3.2.1. AR error-correction model 217 

The AR model correction algorithm assumes that the prediction errors are dependent on 218 

each other, and according to the discovery law of the historical prediction error series, it is 219 

used to predict the future errors, so as to correct the original prediction results. In the 220 

operation forecast, an autoregressive model (correction model) based on the error is 221 

usually constructed according to the error between the measured value and the predicted 222 

value in the first few periods of the forecast, and then according to the correction model, 223 

the error of the prediction time is calculated and added to the predicted value, which is 224 

the predicted value after the time is corrected. AR model is widely used in practical 225 

production because of its simple algorithm and less data requirements. The mathematical 226 

expression of the AR model is:  227 
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𝜀̂(𝑡 + 𝛼) = [𝑎𝑖 ∑ 𝜀(𝑡 + 1 − 𝑖)
𝑑

𝑖=1
] + 𝑒(𝑡 + 𝛼)                                                                                       (2) 228 

where 𝜀(𝑡) = 𝑄𝑜𝑏𝑠(𝑡) − 𝑄𝑠𝑖𝑚(𝑡) =  flow deviation simulated by EIES model, used as 229 

exogenous inputs;𝜀̂ = error simulated by the Aru model; e= white noise; 𝑑 = time delay 230 

of inputs, it determines the order of the AR model; and 𝛼 = lead-time of forecast. 231 

3.2.2. ARMAX error-correction model 232 

The autoregressive model can be effectively matched with the moving average model to 233 

form the autoregressive moving average model (ARMA), can eliminate the trend of the 234 

non-stationary time series by differential processing, and then model. The model can be 235 

expressed as 236 

𝐴(𝑞) · 𝜀̂(𝑡 + 𝛼) = 𝐵(𝑞) [𝑎𝑖 ∑ 𝜀(𝑡 + 1 − 𝑖)
𝑑

𝑖=1
+ ∑ 𝜀(𝑡 + 𝛼 − 𝑗)

𝜏

𝑗=1
] + 𝐶(𝑞) · 𝑒(𝑡 + 𝛼)           (3) 237 

where 𝑑 = time delay for exogenous inputs used in the ARMAX model; 𝜏 = the time 238 

delay of the internal source inputs; 𝐴(𝑞), 𝐵(𝑞), and 𝐶(𝑞) are the polynomials of the 239 

regression equation. The order of the polynomial is determined by trial and error. 240 

3.2.3. LSTM error-correction model 241 

The LSTM controls the information flowing into the cell through the input gate (Input gate), 242 

the output gate (output gate) and the forgetting gate (forget gate). The output of the 243 

sigmoid layer indicates that the information is all passed, and the output is 0 means that 244 

the information is completely blocked. Among them, the forgetting gate can be understood 245 

as a selective forgetting strategy, which determines how much information of the cell unit 246 

from the previous moment can be retained to the next moment. The input gate determines 247 

how much input information currently can be saved in the cell unit, and how much the 248 

state of the control unit is output to the number of current output value of the LSTM and 249 
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LSTM error forecasting model could be saw in Figure 5.). The general memory block of 250 

LSTM model can be expressed by the formula: 251 

𝐶(𝑛 + 1) = 𝜎[𝑤𝑓𝑋(𝑛 + 1) + 𝑊𝑓𝑌(𝑛) + 𝑏𝑓] ⊗ 𝐶(𝑛) + 𝜎[𝑤𝑖𝑋(𝑛 + 1) + 𝑊𝑖𝑌(𝑛) + 𝑏𝑖]252 

⊗ 𝑡𝑎𝑛ℎ[𝑤𝑐𝑋(𝑛 + 1) + 𝑊𝑐𝑌(𝑛) + 𝑏𝑐]                                                                      (4) 253 

𝑌(𝑛 + 1) = 𝜎[𝑊𝑜𝑋(𝑛 + 1) + 𝑊𝑜𝑌(𝑛) + 𝑏𝑜] ⊗ 𝑡𝑎𝑛ℎ[𝐶(𝑛 + 1)]                                                      (5) 254 

where 𝐶 is the cell state, and 𝑤 and 𝑊 are the weights of the connections between gates 255 

and layers. 𝑏𝑖, 𝑏𝑓 and 𝑏𝑜 are the biases. The symbol 𝜎 and 𝑡𝑎𝑛ℎ are activation 256 

functions.  257 

3.3. Performance evaluation of the models 258 

The Chinese flood forecasting guidelines recommend using the pass rate (𝑎) to estimate 259 

flood forecasting performance for flood events. Therefore, during training and testing, the 260 

size of the flood peak and the pass rate of the occurrence time were calculated. when the 261 

difference between the predicted peak and the recorded (observed) value is within ±20% 262 

of the recorded (observed) value, the predicted peak emissions are called "qualified". (Li 263 

et al., 2010). The qualified flood rate 𝛼𝑃 can be calculated by the following formula: 264 

𝛼𝑃 =
1

𝑛
∑ 𝑙 (

𝑄̂𝑃 − 𝑄𝑃

𝑄𝑃
≤ 0.2)

𝑛

𝑖=1

                                                                                                                (6) 265 

where l(·) is the index function; 𝑄̂𝑃 is the predicted size of flood peak; 𝑄𝑃 is the recorded 266 

or observed value of flood peak; 𝑛 is the number of flood events. 267 

When the difference between the flood peak forecast and the recorded (observed) 268 

occurrence time is within the allowable error (equal to 30% of the observed flood peak 269 

occurrence time), the flood peak forecast occurrence time is called "qualified". The pass 270 

rate of flood occurrence time 𝛼𝑇 can be calculated by 271 
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 𝛼𝑇 =
1

𝑛
∑ 𝑙 (

𝑇̂𝑃 − 𝑇𝑃

𝑇𝑃
≤ 0.3)

𝑛

𝑖=1

                                                                                                                (7) 272 

where 𝑇𝑃  and 𝑇̂𝑃  are the observed and predicted occurrence times of flood peak, 273 

respectively, which are equal to the time of the flood peak minus the time of flood 274 

forecasting. 275 

The average of the two pass rates 𝛼̅ is calculated as follows: 276 

 𝛼̅ = (𝛼𝑃 + 𝛼𝑇)/2                                                                                                                                           (8) 277 

During the test, we use the mean absolute error (MAE) and Pearson's correlation 278 

coefficient (r) to evaluate the performance of the model. The volume percentage error (Evol) 279 

and Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe, 1970) are also selected to describe 280 

the accuracy of the hydrological model, and they are also used to describe the statistical 281 

characteristics of the model. This research (Moriasi et al., 2015). r and NSE are two 282 

standardized statistical indicators. The value of r close to 1 indicates that the simulation 283 

effect is better, the value of NSE is from negative infinity to 1, and the value of NSE close 284 

to 1 indicates that the model quality is good and the model reliability is high; NSE is close 285 

to 0, which means that the simulation result is close to the observed value Average level, 286 

that is, the overall result is credible, but the process simulation error is very large; NSE is 287 

far less than 0, the model is not credible. As recommended by previous studies, if r is 288 

greater than 0.84 per day, month or year, NSE is greater than 0.50, and the values of MAE 289 

and Evol are smaller, the model performance can be "satisfactory" for flow simulation. 290 

Forecast model. (Moriasi et al., 2007; Yang et al., 2016; Zhang et al., 2018). The calculation 291 

formulas for these evaluation indicators are as follows. 292 

𝑁𝑆𝐸 = 1 −
∑ (𝑄0

𝑡 − 𝑄𝑚
𝑡 )2𝑇

𝑡=1

𝛴𝑡=1
𝑇 (𝑄0

𝑡 − 𝑄̅0)2
                                                                                                                  (9) 293 
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 𝑀𝐴𝐸 =
∑ |𝑄𝑜

𝑡−𝑄𝑚
𝑡 |

𝑇

𝑡=1

𝑇
                                                                                                                                  (10)   294 

where 𝑄0 refers to the observed value, 𝑄𝑚 refers to the simulated value, 𝑄𝑡refers to a 295 

value at time 𝑡, and 𝑄̅0 refers to the total average of the observations. 296 
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4. Results and Discussion 297 

4.1. Performance of the standalone EIES model for streamflow simulation 298 

The standalone EIES model was calibrated separately with the historical rainfall timeseries of 299 

JINGLE considering 78 floods of 1956-2003 as the calibration period. The calibrated EIES model 300 

parameters while using the rainfall data of JINGLE inputs are listed in Table 2. The model was 301 

validated for 10 floods of the period 1993–1998 and tested for 10 floods of the period 1998–2003. 302 

Fig. 6 illustrates the timeseries and scatter plots of the streamflow forecasts at 1- to 6-hours 303 

lead-times by the standalone EIES model using the historical rainfall timeseries of JINGLE. It 304 

can be surmised from Fig.6 and Table2 that, in forecasting mode, the standalone EIES model 305 

underestimated the discharge forecasts with NSE ≤ 0.40, MAE > 29m3/s, |Evol| > 30%, and r < 306 

0.7 for 1–6 hours lead-time forecasts. Hence, the lead-time stream-flow forecasting using the 307 

EIES-standalone model is unacceptable.  308 

4.2. Lead-time inflow forecasting by the EIES model in the error-updating model 309 

First, we calculated the qualified rate of the flood peak discharge and peak appearance time of 310 

the three models after correction during the training period and the test period, and then 311 

calculated the indicators of r, NSE, MAE and Evol during the test period to show the 312 

performance of the three models. 313 

4.2.1. Performance of AR error-correction model 314 

It can be seen from Table 3 and Table 4 that in the training period, when the lead time is 1-6 315 

hours, 𝛼𝑃 is below 80%, but when the lead time is 1 hour, 𝛼𝑃 is above 75%, which is 78.3%. 316 

𝛼𝑇 is above 85%, which is 85.4%, 𝛼̅ is 81.85%, more than 80%, the performance is good; when 317 

the lead time is 2-4 hours, 𝛼𝑃≤70%, 𝛼̅ is below 80%, and only when the lead time is 2 hours, 318 
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𝛼𝑃>80%. When the lead time is 5-6 hours, 𝛼𝑃 reaches below 60%, and 𝛼̅ is below 70%. In the 319 

test period, all indicators are better than those in the training period, 𝛼𝑃, 𝛼𝑇, and 𝛼̅ are all 320 

above 80%. Other performance indicators: r=0.85, NSE=0.79, MAE=15.47 m3/s, |Evol|=24.36, 321 

which shows good performance; In other forecast periods, the indicators of 𝛼𝑃, 𝛼𝑇 and 𝛼̅ are 322 

roughly the same as those of the training period, and NSE<0.7. Figure 7 shows the corrected 323 

effect of the AR model to the forecast result of the EIES model. On the whole, when the lead 324 

time is 1 hour, the results of the AR correction model can be trusted, but the performance 325 

results in other lead times are not acceptable. 326 

4.2.2. Performance of ARMAX error-correction model 327 

Compared with the performance of the AR model, the performance shown by ARMAX is even 328 

worse. It can be seen from the ARMAX model prediction results and various indicators shown 329 

in Table 3 and Table 5 that in the training period, when the lead time is 1-6 hours, 𝛼𝑃 is below 330 

80%, but the same as the AR model is that when the lead time is 1 hour, 𝛼𝑃 is above 75%, 331 

which is 75.2%. 𝛼𝑇 is above 85%, which is 85.1%, 𝛼̅ is 80.15%, more than 80%, the 332 

performance is good; when the lead time is 2-3 hours, 𝛼𝑃≤70%, 𝛼̅ is below 80%, When the lead 333 

time is 4-6 hours, even 𝛼𝑃 reaches below 60%, and 𝛼̅ is below 70%. In the test period, most 334 

indicators are better than those in the training period. When the lead time is 1 hour, 𝛼𝑃>75%, 335 

𝛼𝑇, and 𝛼̅ are all above 80%. Other performance indicators: r=0.82, NSE=0.72, MAE=18.25 m3/s, 336 

|Evol|=26.35, which shows good performance; In other forecast periods, the indicators of 𝛼𝑃, 337 

𝛼𝑇 and 𝛼̅ are roughly the same as those of the training period, and NSE<0.7. Figure 8 shows 338 

the corrected effect of the ARMAX model to the forecast result of the EIES model On the 339 
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whole, when the lead time is 1 hour, the results of the ARMAX correction model can be 340 

trusted, but the performance results in other lead times are not acceptable. 341 

4.2.2. Performance of LSTM error-correction model 342 

Different from the linear model, LSTM has the function of feedforward and feedback co-343 

regulation, which can eliminate useless information between various data, so that it has 344 

stronger learning ability. It can be seen from the LSTM model prediction results and various 345 

indicators shown in Table 3 and Table 6 that in the training period, when the lead time is 1-5 346 

hours, 𝛼𝑃 is above 80%(𝛼𝑃=80.1%~92.4%), and 𝛼𝑇 is all above 85%,𝛼̅ = 81.6%~94.35%; In the 347 

test period, most indicators are better than those in the training period. When the lead time is 348 

1-6 hours, 𝛼𝑇>85%, 𝛼𝑃, and 𝛼̅ are all above 80%. Other performance indicators: r=0.87-0.93, 349 

NSE=0.75-0.87, MAE=11.34-14.25 m3/s, |Evol|=5.65-10.88%, which shows pretty good 350 

performance; Figure 10 shows the corrected effect of the LSTM model to the forecast result of 351 

the EIES model. On the whole, when the lead time is 1-6 hours, the results of the LSTM 352 

correction model can be trusted. 353 

Overall, the performance of the EIES-standalone and the three error-updating model variants 354 

improved in the order: EIES-standalone < EIES-ARMAX < EIES-AR < EIES-LSTM signifying the 355 

superiority of the LSTM error forecasting model. 356 

In order to clearly show the model's performance when predicting flood peaks, we also 357 

evaluated the peak flow forecasting ability of the EIES-standalone, EIES -AR, EIES -ARMAX, 358 

and EIES -LSTM models for the 10 floods of test period. With the decrease of the forecast period, 359 

the distribution range of 𝐸𝑝𝑒𝑎𝑘 of the AR correction method and LSTM correction method are 360 

gradually reduced, and the forecast accuracy is gradually improved. The ARMAX correction 361 



 18 of 23 

method performs well when the forecast period is 1h, and when the forecast period is 3h and 6h 362 

The correction effect is not ideal, and the correction result is even worse than the prediction 363 

result of EIES; for the treatment of abnormal values, the three correction methods all eliminate 364 

the abnormal value of the flood peak prediction of the EIES model. In general, as the forecast 365 

period decreases, the correction effect of the AR method tends to stabilize, and the correction 366 

effect of the ARMAX method fluctuates, and the effect is worse than the AR method. The best 367 

correction effect is the LSTM method, especially in the forecast period of 1h At time, most of the 368 

𝐸𝑝𝑒𝑎𝑘 are distributed between 10%-20%, and the peak errors of other forecast periods have been 369 

significantly improved. In addition, taking the flood number 20030729 as an example ,timely 370 

prevention and early warning of extreme flood events are extremely important in flood 371 

forecasting. Among the advocated error-updating models, the peak flood forecasting capability 372 

was improved in the order: EIES -ARMAX → EIES -AR → EIES -LSTM (e.g., Fig. 11, Fig12 and 373 

see Table 7). 374 

4. Conclusion 375 

For flood management, under the limited availability of hydrometeorological data, there must 376 

be an efficient real-time forecast system. Therefore, in this study, a new method based on the 377 

LSTM-based external error update model is integrated with the EIES model to predict the 378 

reservoir inflow 1 to 6 hours in advance. By using the proposed error update scheme of the 1-379 

hour EIES-AR model and the 6-hour lead time EIES-LSTM model, the shortcomings of 380 

independent EIES model predictions forced by historical runoff data can be effectively solved. 381 

The dynamic neural network structure of the LSTM error model has short-term autoregressive 382 

characteristics, which can effectively reduce the uncertainty in the high lead time flow forecast. 383 

The three joint real-time calibration models provided in this article overestimate low flows, but 384 

underestimate high flows, especially peak flows. In general, as the complexity of the model 385 

increases, the accuracy of flood forecasting is significantly improved: EIES-standalone < EIES-386 
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ARMAX < EIES-AR < EIES-LSTM. The AR model and ARMAX model have the best correction 387 

effect when the lead time is 1 hour. The correction effect of other forecast periods is not credible. 388 

Take the experiment with a forecast period of 1 hour as an example. Compared with the AR 389 

model (NSE=0.79) and the ARMAX model (NSE=0.72), the correction effect of the LSTM model 390 

is greatly improved (NSE=0.87), and the performance is much better than the other two models. 391 

A model, and when the lead time is 2-6 hours, the LSTM model still has a good correction effect 392 

(NSE=0.75-0.83). In addition, the proposed EIES-LSTM model also could address the issue of 393 

flood forecasting with sufficient lead-times to be deployed in flood warning system.  394 

Essentially, the terminal error of flood forecasting is the accumulation of errors in the 395 

intermediate process of flood forecasting. The process error correction method can correct the 396 

error of each process to reduce the final error. This is the theoretical advantage, but it is currently 397 

in practical applications. It is difficult to obtain complete intermediate monitoring data (such as 398 

detailed monitoring data of rainfall, runoff, and confluence), which limits the use of this method. 399 

Although big data analysis technology has not yet made substantial progress in the real-time 400 

correction of flood forecasting, this represents the most promising and breakthrough research 401 

direction in the future. Based on massive actual observations and derived data (including 402 

previous precipitation, soil moisture, reservoir storage state, river bottom water; the location of 403 

the rainstorm center of the current rainfall, temporal and spatial distribution, rainfall (strong), 404 

more early climate background, Atmospheric circulation factors; historically observed rainfall 405 

and flood series; forecast results data of different model schemes, etc.), using various machine 406 

learning algorithms, such as random forest, support vector machine, convolutional neural 407 

network (CNN), Deep Neural Network (DNN), RNN, LSTM, etc., to find the association rules 408 

between terminal errors or process errors and data, and then establish a big data correction 409 

model for forecast errors.  410 
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