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Abstract:

Objective The main objective of this paper is to compare the performance of logistic regression and

decision tree classification methods and to find the significant environment determinants that causes

pre-term birth. 

Design,  setting  and  population Between  2017  to  2018,  90  pregnant  females  underwent  birth

outcome  followed  by  research  staff  at  our  institutions,  out  of  those  50  are  full-term  and  40 are

preterm births in this study. 

Method Before and after feature selection logistic regression and decision tree classifier model has

been compared in this dataset and to evaluate the model accuracy.

Main  outcome  measures Preforming  the  accuracy  of  machine  learning  classification  model  and

important factors on pre-term birth.

Results: Using chi-square test and find the Area of residence and GSH, MDA, -HCH, total HCH andα

total DDT are responsible for the preterm birth. Using the multiple logistic regression, pre term birth

was associated with MDA and α-HCH (95% CI 0.04 to 0.48 and 95% CI 0.82 to 0.97). The logistic and

decision tree model comparison result shows that logistic regression is better in terms of metrics

(precision  =  0.92,  F1-score  =  0.96  and  AUROC  =  0.97),  while  decision  tree  performs  the  poor

(precision = 0.75, F1-score = 0.86 and AUROC = 0.87).

Conclusions The logistic regression is accurate model to predict the pre-term as compare to decision

tree  method.  The  variables  like  -HCH  ,  total  HCH  and  MDA  (Malondialdehyde)  are  the  mostα

influential factors for preterm birth. 
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Introduction

Preterm birth is the birth of a baby at before 37

weeks'  gestational  age,  as  opposed  to  the  usual

about  40  weeks.  Preterm  birth  (PTB)  has  found

through  various  reason  including  low  socio-

economic  status,  smoking,  race  and consumption

of  alcohol  (Metzger  et  al.  ,2013). Previous

researches  have  suggested  the  associations

between  organochorines  and  increased  risk  of

abortion,  small  for  gestational  age  babies,  minor

malformations, cryptochildism and hypospadias in

the  infants  have  been  reported  (Birnbaum  et  al.,

1994  and  Hosie  et  al.,2000). The  studies  have

suggested the associations between organochorine

pesticides and increased risk of preterm births, low

birth  weight,  abortion,  small  for  gestational  age,

minor  malformations,  cryptochildism  and

hypospadias in the infants have been reported (M

et al.,2017,  Anand,  and Taneja,2019).  The study

suggested that the important factors for PTB are

early  pregnancy,  multiple  pregnancies,  poor

nutrition, use of assisted reproductive technology

(ART),  excessive physical work and psychological

health of maternal (Goldenberg et al.,2008, Muglia

and  Katz,  M,  2010,  Klebanoff  and  Keim,  2011),

environmental  factors  such  as  lifestyle  and

chemicals  (Kumar,2008,  Ashton,  and  Lee,2009,

Landrigan,  2010).  Among maternal  variables that

have been related with increased risk of preterm

birth are: young or progressed maternal age, less

interval  between  pregnancy  and  low  body  mass

index  of  maternal (Goldenberg  et  al.,2008).  The

various  machine  learning  techniques  have  been

used  in  different  fields  for  prediction  and

classification  model.  There  are  various  machine

learning prediction and classification models  like

regression,  logistic  regression,  principal

component  analysis,  decision  tree  and maximum

likelihood  method  have  been  used  to  improve

maternal and child health. 

The  machine  learning  scientists  have

worked  on  interpretable  prediction

techniques in several places (Jacob and

Robert,  2011, Emilio et al.,2015,  Emad

et  al.,2015).  The  previous  research

article  recommended that  if  early  risk

factors  are  identified  through

classification  methods  in  acute  kidney

injury  then  can  be  protect  the  life  of

patients  (Kate  et  al.,2016).  The  study

has  used  the  data  mining  method  for

finds  the  demographic  factors  in

preterm  birth  (Goodwin  et  al.,  2001).

The  binary  logistic  regression  has

applied on data after transforming the

correlated  variables  using  principal

component analysis (PCA) for finds the

factors  of  children  death  (Khan  et

al.,2018).

The  prediction models  can be  used to

find  the  important  factors  in PTB and

PTB  can  be  classifying  new  births  as

PTB  on  various  risk  factors  through

classification methods. The above cited

researches  clear  indicate  that  multiple

prediction  and  classification  methods

were used to find the factors in preterm

birth  and  child  mortality  but  there  is

lack  of  proper  comparison  of

classification and prediction methods in

the preterm birth at Indian setup in the

presence of multiple variables.  As well

as, there is a need of accurate prediction

and classification models to provide the

highly  accurate  results  and  allows  the

health researchers to experiment with a

various set of aspects.



 Logistic  regression  (LR)  is  the  most  accepted

parametric  model  to  classify  discrete  outcome

variables  using  several  cofactors.  However,  the

non-parametric  decision  tree  (DT)  is  favorable

when  the  subjects  are  described  through  a

predetermined set of characteristics, the outcome

variable is binary or multinomial,  and disjunctive

results  are  needed  (Dietterich,2000).  It  is  very

important  to  predict  preterm  birth  due  to  its

possible for poor long-term consequences. Overall

aim  of  this  study  to  construct  the  logistic  and

classification model to predict the high-risk groups

of PTB based on several factors and covariates in

order to reduce the risk of PTB and compare the

predicting performance of LR and DT classification

method.

   Methods

   Data Source

Between 2017 to 2018, 90 pregnant women who

had  given  birth  near  Agra  region.  Those  women

were approached for enrolment for  this  study at

Dr.  Bhim  Rao  Ambedkar  University  (located  at

Agra, Uttar Pradesh, India). Out of 90, Forty women

delivered <37 weeks and fifty women delivered at

37+ weeks. The details of predictors and outcome

variable are given.

Outcome variable

The outcome variable or dependent variable in this

study is preterm birth and it is classified between

full term birth and pre-term birth.

Explanatory variables 

The  risk  factors  considered in  this  study include

variables  age,  BMI,  number  of  children,  lactation

duration, addiction, residence, pesticide exposure,

drinking water sources; dietary habits baby gender

and organ-  chlorine  pesticides  in the placenta  of

the females.

Logistic Regression

In this  regression dependent variables

always  will  be  in  binary  (0/1)  or

(Yes/No) and independent variable will

be  any  measurement.  The  equation  is

given below 

(Y/1-Y)=a+bX1+cX2+……Xn +ϵ            (1.1)

Log(Y/1-Y)=a+bX1+cX2+…Xn+ϵ

(1.2) 

In  this  model  X1,  X2 and  Xn are  the

predictors/factors/cofactors/independ

ent variables, a is intercept and b,c, are

the  regression coefficient  and  is  theϵ

residual (error). It represents change in

the  value  of  dependent  variable

corresponding  to  unit  change  in  the

value  of  independent  variable.  In  this

dataset pre-term birth (0) and full-term

birth (1) is coded.

  Decision Tree

Decision  tree  is  one  of  the  best  and

mostly  used  supervised  machine

learning  algorithms  that  partition  the

data  into  subsets.  This  partitioning

process  starts  with  a  binary  split  and

continues until no further splits can be

made. This machine learning technique

covers  both  classification  and

regression method. The decision result

or model of decisions display tree-like

graph  that’s  reason  it’s  known  as

decision  tree.  In  the  decision  tree

decision  nodes,  branches,  and  leaves

are mainly three parts.



Statistical Analysis

In this research paper, we used various approaches

to achieve the objectives. Firstly, we used the Chi-

Square test statistic to measure the significance of

association between the outcome variable preterm

birth (pre-term or full-term birth) and explanatory

variables.  Secondly,  we  used  the  multivariate

analysis  using  multiple  logistic  regressions  to

estimate the odds ratios of outcome variable and

significant  factors  of  chi-square.  Thirdly,  we

applied the decision tree model in whole dataset

and train datasets because decision tree creates a

binary  tree  and  it  is  very  useful  in  classification

problems. The next step is measure to rank of the

variables from the data sets  through information

gain technique. Finally, the dataset is divided into

two subsamples.  We have used the decision tree

and logistic regression both classifier model in the

training dataset (70% of  cases) and evaluate  the

model using the test sample (30% of cases). This

helps in ensuring that which model is the best in

terms of predicting child birth.     

Results. 

In this study the Table 1 represent the results of

the  Chi-Square  test  of  association  between  the

preterm birth and the demographic variables. This

table  result  shows  that  preterm  birth  is

significantly  associated  with  area of  residence  in

demographic  variable.  The  Chi-square  test  of

association  between  placental  organ-chlorine

pesticide  levels  and  preterm  birth  are  shown  in

Table  2  and  the  preterm  birth  is  significantly

associated  with  GSH  (Glutathione),  MDA

(Malondialdehyde), -HCH, - HCH, total HCH, p,p-α γ

DDE (p,p-  dichlorodiphenyldichloroethylene),  and

total  DDT  (dichlorodiphenyltrichloroethane).The

multiple  logistic  regression  uses  to  find  the

estimate  the  odds  ratios  of  outcome

variable and factors in the Table 3. This

result  shows  that  preterm  birth  is

significantly  associated  with  only  -γ

HCH and MDA. 

The  decision  tree  applies  in  the  train

dataset. The decision tree rules and the

proportion  of  the  preterm  birth  in

several  resultant  nodes  are  shown  in

Figure 1 for trained dataset. The results

of  the  decision  tree  showed  that  -α

HCH,  total  HCH  and  MDA  is  the  most

important variable for the classification

of preterm birth in trained dataset. The

decision  tree  starts  with  root  node  at

the  top  in  figure,  it  is  shows  that  55

percent of female give the full delivery.

The  second  node  shows  that  35%  of

female’s  -HCH  value  is  less  than  5.2α

and  their  chance  of  full-term  birth  is

100%.  The -HCH value is higher thanα

5.2  is  found  in  65%  female  and  their

chances of full-term birth is 30%. If the

-HCH  value  is  greater  than  5.2  butα

total HCH value is higher than 76 then,

the  chances  of  full-term  birth  are  0%

and which female’s  total  HCH value is

less than 76 then those female chance of

full-term  birth  is  55%.  If  the  female’s

MDA  value  is  greater  than  2.2  then

chances  of  full-term  birth  is  31% and

MDA value is less than 2.2 then chances

of full-term birth is 89%. The variable

rank  shows  in  the  Figure  2  using

information  gain  measure.  Higher

values  of  information  gain  indicate

those  variables  are  important  for

preterm  birth.  The  -HCH,  total  HCH,α

MDA, p,p-DDT, -HCH and p,p-DDE areβ



the  highly  ranked  variables.  In  other  words,  it

declares that these variables play important role in

preterm  birth.  The  higher  rank  variables  like  -α

HCH, total HCH and MDA are the most influential

factors  with  respect  to  association  with  preterm

birth. 

We  developed  the  logistic  and  decision  tree

classification model for prediction with the help of

70% of training dataset including all variables. The

logistics  and  decision  tree  models  are  tested  on

30% testing dataset and model evaluation results

are given in Table 4. The result shows that logistics

classifiers with the better accuracy of predictions

compared to decision tree. The accuracy of logistic

regression  for  classifying  preterm  birth  is  0.96,

significantly  different  from  the  decision  tree

method. The comparison of the performance of the

both classifier models include all variables reveals

that  logistic  regression  performs  the  better  in

terms of metrics (precision = 0.92, F1-score = 0.96

and AUROC = 0.97), while decision tree performs

the  poor  (precision  =  0.75,  F1-score  =  0.86  and

AUROC = 0.87).  The Figure 3 shows the receiver

operating  characteristic  (ROC)  curve  for  all

variables  and  it  is  found  that  logistic  regression

model  is  better  than  decision  tree  model.   After

that we have used the top six ranked variables and

apply the both models.   The reason behind repeat

the same experiment with top six ranked variables

are  to  emphasize  how  efficient  is  the  use  of

information gain measures in the data. The results

obtained using  the top six  variables are given in

Table 5. The result found that top six variables do

not  affect  the  accuracy  performance  of  decision

tree  method  and  again  the  accuracy  of  logistic

regression  for  classifying  preterm  birth  is  0.78,

significantly  different  from  the  decision  tree

method. The performance gain is shown by logistic

regression (precision = 0.65, F1-score = 0.79 and

AUROC  =  0.81)  and  decision  tree  performs

(precision  =  0.56,  F1score  =  0.69  and  AUROC  =

0.71).  In  figure  4,  we  present  ROC

curves for both classifiers models with

the help of top six ranked variables.  It

shows  that  that  logistic  regression

model is again better than decision tree

model.

Discussion

While  the  final  objective  of  specialist

classification/prediction  machine

learning  technique  development  is  to

predict preterm birth risk, the definition

of  preterm  birth  and  data  needed  to

analyze  preterm  birth  risk  are  less

amenable  to  study  presently.  Already

various researches explain that preterm

birth  is  as  one  of  the  major  causes  of

neonatal  death in across  the  world  and

various factors are found associated with

its occurrence. Therefore, the purpose of

this study is to determine the feasibility

of  using  classification/prediction

machine  learning  to  generate  expert

system  (knowledge-base)  rules  for

prediction  of  preterm  birth.  The  study

recommended  adding  characteristics  to

improve  machine  learning  classification

and  suggested  that,  when  selecting

characteristics, it is better to error on the

side of having too many (Thompson and

Thompson,1986).  The  prior  research

proposed that women with preeclampsia

had  higher  rates  of  preterm  birth  than

non-preeclampsia  (Derakhshi  et  al.,

2014).  The study suggested that women

who received with assisted reproductive

technology  had  an  increased  risk  for

preterm  birth  (Dunietz  et  al.,2015).  In

this study we use the logistic regression



and decision tree method on preterm birth data and

it is found that LR is the most accurate in terms of

predicting preterm birth. 

With  this  method,  scientists,  researchers  and

practitioners  are  able  to  predict  and  detect  the

preterm birth of  data sets.  PTB is a main cause of

infant  deaths  that  also  results  in  high  costs  to

national  health  care  systems  of  the  country.

Therefore, the rate of PTB needs to be diminished.

The  results  of  this  study  revealed  maternal  and

neonatal  factors  that  contribute  to  PTB,  some  of

which  are  changeable  and  preventable;  thus,  the

implementation  of  activities  such  as  the

identification of mothers at risk, necessary training,

and improved prenatal care can reduce premature

birth rates.

Conclusion

This  study is  limited due to small  amount  of  data

because the machine learning techniques give better

result in big datasets. This study demonstrated the

logistic  regression  and  decision  tree  method  for

understanding  the  preterm  birth  prediction  rule.

The  result  finds  that  preterm  birth  is  significantly

associated  with  only  -HCH  and  MDA  in  logisticγ

regression and decision tree both methods. Finally,

the  results  revealed  that  the  logistic  regression  is

better  accuracy  in  classifying  preterm  birth

compared to the decision tree method.
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Table 1. Demographic characteristics of the females of preterm and full-term deliveries.

Variables Pre-term (n=40) Full-term (n=50) p-value
Age (Yrs.) 24.25±0.50 25.54±0.55 0.09
Body mass index (kg/m2) 24.57 ± 0.46 24.50 ± 0.39 0.92
Number of children
One Children 18 (35%) 34 (65%) 0.24
> One Children 22(58%) 16 (42%)
Duration of lactation 15.1± 1.35 11.5±1.23 0.05
Addiction
No 20 (50%) 26 (52%) 0.85
Yes 20 (50%) 24 (48%)
Area of residence*
Rural 26 (65%) 19 (38%) 0.01
Urban 14 (35%) 31 (62%)
Exposure to pesticide
Yes 0 (00.0%) 05 (10%) 0.63
No 40 (100%) 45 (90%)
Source of drinking water
Private 15 (38%) 22 (44%) 0.53
Government 25 (62%) 28 (56%)
Dietary habits
Vegetarian 29 (73%) 27 (54%) 0.07
Non-vegetarian 11 (27%) 23 (46%)
Baby Gender
Female 17 (42%) 18 (36%) 0.34
Male 23 (58%) 32 (64%)

Table 2. Organochlorine pesticides and biochemical indices (GSH & MDA) in the placenta of the 
females from pre-term and full- term deliveries.

Name of pesticides Pre-term (n=40) 
Mean±S.E.

Full-term (n=50) 
Mean±S.E.

p-value

GSH* 3.56±0.28 5.09±0.47 0.01
MDA* 3.27±0.17 1.88±0.13 0.00
α-HCH* 39.75±6.28 7.48±1.15 0.00
β-HCH 37.78±17.02 15.67± 2.71 0.16
γ-HCH* 28.65±4.50 11.37±2.64 0.00

δ-HCH 4.67±1.01 4.40±0.67 0.83

Total HCH* 110.87±19.06 38.94.0±4.08 0.00

p,p-DDE* 13.99±1.91 8.99±1.51 0.04

p,p-DDT 4.26±1.83 1.18±0.69 0.09

o,p-DDD 1.44±0.62 0.97±0.28 0.45

Total DDT* 19.70±2.77 11.15±1.83 0.01

Results are in ppb , *p<.05

Table 3. Relationship between pesticide exposure during pregnancy and preterm birth after adjusting 
for maternal characteristics.

Variables Coefficients Odds Ratio p-value 95% Confidence 
Interval

Lower Upper
Age 0.19 1.20 0.12 0.95 1.53
GSH 0.12 1.13 0.57 0.74 1.73

MDA* -1.93 0.14 0.00 0.04 0.48

-HCH* -0.11 0.89 0.01 0.82 0.97

-HCH 0.01 1.01 0.57 0.97 1.06
Total-HCH -0.03 0.97 0.18 0.93 1.01
p,p-DDE 0.00 1.00 0.97 0.85 1.17

Total-DDT -0.05 0.95 0.38 0.85 1.06

    



Table 4. Evaluation of classification models using all factors.

Performance metrics Model
LR DT

Accuracy 0.96 0.85

Sensitivity (Recall) 1.00 1.00
Precision (Positive predictive value) 0.92 0.75
F1-score 0.96 0.86
AUROC 0.97 0.87

Table 5. Evaluation of classification models using the important factors.

Performance metrics Model
LR DT

Accuracy 0.78 0.67

Sensitivity (Recall) 1.0 0.91
Precision (Positive predictive value) 0.65 0.56
F1-score 0.79 0.69
AUROC 0.81 0.71


	Introduction
	Logistic Regression
	In this regression dependent variables always will be in binary (0/1) or (Yes/No) and independent variable will be any measurement. The equation is given below
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	In this research paper, we used various approaches to achieve the objectives. Firstly, we used the Chi-Square test statistic to measure the significance of association between the outcome variable preterm birth (pre-term or full-term birth) and explanatory variables. Secondly, we used the multivariate analysis using multiple logistic regressions to estimate the odds ratios of outcome variable and significant factors of chi-square. Thirdly, we applied the decision tree model in whole dataset and train datasets because decision tree creates a binary tree and it is very useful in classification problems. The next step is measure to rank of the variables from the data sets through information gain technique. Finally, the dataset is divided into two subsamples. We have used the decision tree and logistic regression both classifier model in the training dataset (70% of cases) and evaluate the model using the test sample (30% of cases). This helps in ensuring that which model is the best in terms of predicting child birth.
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	In this study the Table 1 represent the results of the Chi-Square test of association between the preterm birth and the demographic variables. This table result shows that preterm birth is significantly associated with area of residence in demographic variable. The Chi-square test of association between placental organ-chlorine pesticide levels and preterm birth are shown in Table 2 and the preterm birth is significantly associated with GSH (Glutathione), MDA (Malondialdehyde), α-HCH, γ- HCH, total HCH, p,p-DDE (p,p- dichlorodiphenyldichloroethylene), and total DDT (dichlorodiphenyltrichloroethane).The multiple logistic regression uses to find the estimate the odds ratios of outcome variable and factors in the Table 3. This result shows that preterm birth is significantly associated with only γ- HCH and MDA.
	The decision tree applies in the train dataset. The decision tree rules and the proportion of the preterm birth in several resultant nodes are shown in Figure 1 for trained dataset. The results of the decision tree showed that α- HCH, total HCH and MDA is the most important variable for the classification of preterm birth in trained dataset. The decision tree starts with root node at the top in figure, it is shows that 55 percent of female give the full delivery. The second node shows that 35% of female’s α-HCH value is less than 5.2 and their chance of full-term birth is 100%. The α-HCH value is higher than 5.2 is found in 65% female and their chances of full-term birth is 30%. If the α-HCH value is greater than 5.2 but total HCH value is higher than 76 then, the chances of full-term birth are 0% and which female’s total HCH value is less than 76 then those female chance of full-term birth is 55%. If the female’s MDA value is greater than 2.2 then chances of full-term birth is 31% and MDA value is less than 2.2 then chances of full-term birth is 89%. The variable rank shows in the Figure 2 using information gain measure. Higher values of information gain indicate those variables are important for preterm birth. The α-HCH, total HCH, MDA, p,p-DDT, β-HCH and p,p-DDE are the highly ranked variables. In other words, it declares that these variables play important role in preterm birth. The higher rank variables like α-HCH, total HCH and MDA are the most influential factors with respect to association with preterm birth.
	We developed the logistic and decision tree classification model for prediction with the help of 70% of training dataset including all variables. The logistics and decision tree models are tested on 30% testing dataset and model evaluation results are given in Table 4. The result shows that logistics classifiers with the better accuracy of predictions compared to decision tree. The accuracy of logistic regression for classifying preterm birth is 0.96, significantly different from the decision tree method. The comparison of the performance of the both classifier models include all variables reveals that logistic regression performs the better in terms of metrics (precision = 0.92, F1-score = 0.96 and AUROC = 0.97), while decision tree performs the poor (precision = 0.75, F1-score = 0.86 and AUROC = 0.87). The Figure 3 shows the receiver operating characteristic (ROC) curve for all variables and it is found that logistic regression model is better than decision tree model. After that we have used the top six ranked variables and apply the both models. The reason behind repeat the same experiment with top six ranked variables are to emphasize how efficient is the use of information gain measures in the data. The results obtained using the top six variables are given in Table 5. The result found that top six variables do not affect the accuracy performance of decision tree method and again the accuracy of logistic regression for classifying preterm birth is 0.78, significantly different from the decision tree method. The performance gain is shown by logistic regression (precision = 0.65, F1-score = 0.79 and AUROC = 0.81) and decision tree performs (precision = 0.56, F1score = 0.69 and AUROC = 0.71). In figure 4, we present ROC curves for both classifiers models with the help of top six ranked variables. It shows that that logistic regression model is again better than decision tree model.
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