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Abstract

We numerically study how the interactions between surface, subsur-
face, and rainfall create complex runoff behavior in a headwater-dominated
high elevation, mountainous catchment in East River Watershed, Col-
orado, USA. In order to understand the effect of surface—subsurface inter-
actions on the hydrological response, we compare model variations with
different soil permeability. We compute hydrographs, hydrological indices,
and spatio-temporal distributions of hydrological variables. The indices
and distributions are then linked to the hydrograph at the outlet of the
domain. Our results show that changing surface—subsurface interactions
trigger different flow regimes, connectivity dynamics, and runoff genera-
tion mechanisms inside the catchment, and hence, affect the distributed
hydrological response. Increased surface-subsurface interaction leads to
a higher degree of connectivity in the catchment. Temporal dynamics
of both distributed and aggregated hydrological response did not change
significantly, which may be because the structural connectivity of the
catchment remained untouched. Our results indicate that in higher order
catchments, the effect of changes in distributed hydrological response may
not always be observable through aggregated hydrological signatures.
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1 Introduction

Runoff formation, in the sense of runoff generation and resulting overland flow,
results from the interactions among rainfall, surface topography and roughness,
and soil physical and hydrological properties [Caviedes-Voullieme et al., 2021].
These interactions result in preferential flow paths on the surface and in the
subsurface, which route the water towards the catchment’s outlet [Berkowitz and
Zehe, 2020,Zehe et al., 2021] and along which spatial patterns of infiltration and
exfiltration form [Mirus and Loague, 2013]. Runoff formation processes occur at
small spatio-temporal scales (below the meter scale), but manifest themselves
in hydrological signatures across multiple scales up to the catchment scale. The
mechanisms of this fluz re-scaling are still not completely understood [Khosh
Bin Ghomash et al., 2019, Ries et al., 2017].

Runoff formation and preferential flow paths are interlinked with other envi-
ronmental processes [Loague et al., 2006]. For example, the increased infiltration
along the preferential flow paths creates local pressure gradients, biogeochemical
hotspots [Frei and Fleckenstein, 2014], and vegetation patterns in water-limited
ecosystems [Caviedes-Voullieme and Hinz, 2020, and cited references within].



Further, spatial dynamics of infiltration and exfiltration, controlled by the in-
teractions between surface and subsurface, feed back into the runoff generation
and formation in the catchment itself. Thus, understanding the development
of runoff formation and preferential flow paths can give insight into spatial
patterns of hydrology-driven biogeochemical and ecological processes [Maxwell
et al., 2019, Zhi et al., 2019).

A common approach to understand runoff formation is to analyze aggregated
hydrological responses sensu [Ebel and Loague, 2008], such as the catchment hy-
drograph, with a top-down approach and look at individual contributions of each
component—see, for example, [Ebel and Loague, 2008, Kirchner, 2009, Stephen-
son and Freeze, 1974, Stoelzle et al., 2020]. However, because different combi-
nations of individual contributions can generate similar aggregated hydrological
responses, this approach yields non-unique descriptions of the catchment sys-
tem [Beven, 1993, Mueller et al., 2007]. Sometimes referred to as equifinality
in hydrology, this poses a significant limitation to predicting hydrology-driven
biogeochemical and ecological processes [Ebel and Loague, 2006, Maxwell et al.,
2019].

The analysis of runoff formation can be further constrained through the
inclusion of distributed hydrological responses, which are point or profile mea-
surements of hydrological variables and processes inside the catchment [Ebel and
Loague, 2008]. The inclusion of such spatio-temporal distributions of hydrologi-
cal variables and linking them to aggregated hydrological response can overcome
the aforementioned issue of equifinality. In this context, hydrological connec-
tivity is a promising conceptual development [Ares et al., 2020, Bracken et al.,
2013]. Hydrological connectivity is multiply defined, but the emerging consensus
is that it describes how different parts of the catchment connect through mass
fluxes. The hydrological connectivity of a catchment is typically considered to
consist of two parts: (i) the structural connectivity, which is static and can be
deduced by catchment characteristics and (ii) the dynamic connectivity, which
is a transient and emergent property of interactions between rainfall and the
catchment [Bracken et al., 2013]. Indices of hydrological connectivity—see, for
example, [Antoine et al., 2011, Bracken et al., 2013, Mays et al., 2002]—aim to
relate these spatio-temporal distributions to hydrological signatures. As pointed
out in [Khosh Bin Ghomash et al., 2019], an ongoing effort in the study of runoff
formation is to entangle the effects of interactions between topography, rainfall,
and geology, in order to improve process understanding.

In this work, we aim to understand (i) to what extent surface-subsurface
interactions drives changes in spatio-temporal distributions of hydrological vari-
ables and (ii) how these changes manifest themselves in the catchment’s aggre-
gated hydrograph. In other words: to what extent does the surface-subsurface
interaction affect the distributed and aggregated hydrological response of a
catchment? In the spirit of the concept-development simulations in [Caviedes-
Voullieme et al., 2021, Fiori et al., 2007, Loague et al., 2006, Mirus et al., 2011,
Stephenson and Freeze, 1974], we perform simulations of runoff formation in
a headwater-dominated high order catchment using an integrated hydrological
model. In order to trigger changes in the surface—subsurface interactions, we



change the permeability of the subsurface layers. This has the advantage that
the topography—and hence, the structural connectivity—of the catchment re-
main unperturbed. Thus, it isolates the surface-subsurface interaction from
other potential drivers of change in the distributed hydrological response.

In the literature, modelling studies on runoff formation processes have fo-
cused on exploring (micro)topographical controls [Caviedes-Voullitme et al.,
2021, Dunne et al., 1991, Frei et al., 2010, Khosh Bin Ghomash et al., 2019,
Thompson et al., 2010, Viero and Valipour, 2017], model complexity [Loritz
et al., 2019, Mirus et al., 2011, Mueller et al., 2007], and identifying runoff gen-
eration mechanisms [Loague et al., 2010, Mirus and Loague, 2013]. Besides a
handful of studies such as [Fiori et al., 2007, Fiori and Russo, 2007, Meyerhoff
and Maxwell, 2011, Weill et al., 2013], process-based modelling studies on the ef-
fect of surface—subsurface interactions, especially exfiltration, are rare. In order
to understand the effect of surface—subsurface interactions on runoff formation,
we compare distributed model results obtained by model variations with dif-
ferent surface—subsurface interactions and link them to catchment hydrograph
dynamics. We further compute and compare the number of disconnected water
clusters in the catchment, which is an index of hydrological connectivity [Khosh
Bin Ghomash et al., 2019, Weill et al., 2013], and the spatial distribution of
runoff generation mechanisms in the catchment from different model variations.

2 Materials and Methods

2.1 Study site

The East River Watershed is a mountainous headwater catchment in the Upper
Colorado River Basin, see Fig. 1. As one of two major contributors to the
Gunnison River, the East River Watershed is a crucial source of water for the
western USA [Hubbard et al., 2018]. The majority of this water is stored as
snowpack and released over the year. Our study site is the Lower Triangle (LT),
a headwater-dominated, 15 km? subcatchment of the East River Watershed, see
the LT labeled region in Fig. 1.

The geology of the LT is characterized by marine shale of the Mancos forma-
tion, with Cenozoic igneous formations intruding the Mancos formation in the
western part and the Palaezoic and Mesozoic sedimentary strata in the eastern
part, where it forms steeply dipping beds [Carroll et al., 2018].

The elevation of the LT ranges from 2759 m at its south-western part to 3787
m at its northern part. The lower parts of LT feature a meandering riparian
corridor. The stream is fed by high-energy mountain streams from subcatch-
ments on the LT’s north, namely Copper Creek, Rustlers Gulch, Quigley Creek
(EAQ), and the Middle East River (ME) catchment [Maavara et al., 2021]. The
LT is one of the U.S. Department of Energy’s intensively monitored sites to
understand the impact of perturbations on watershed systems [Hubbard et al.,
2018]. A pumphouse (PH), located at the outlet of the LT, extracts water for
the municipality of Mt. Crested Butte, Colorado, USA. Daily discharge mea-
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Figure 1: Map of East River Watershed, Colorado, with sub-watersheds (red
boundaries), reproduced with permission from [Maavara et al., 2021]. The study
region Lower Triangle (LT) is located at the downstream of the watershed. At
the outlet of the LT, a pumphouse is located where discharge data is measured
daily. The red point labeled with EBC denotes the location of discharge mea-
surements that were used as inflow boundary condition.
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Figure 2: Inflow at the northern boundary (EBC), the discharge measured at the
Pumphouse (PH), and difference between the inflow and the outflow, calculated
as AQ = Qpy — Qrsc. The majority of contributed discharge occurs during
peak flow.

surements are provided at this location. In the northern part of the domain,
close to the catchment boundary, the EBC station measures daily discharges in
the river, which we use as the inflow hydrograph at the northern boundary of
the LT in this work.

The hydrology in the region is snow-dominated, due to the continental sub-
arctic climate with long, cold winters and short, cool summers. The annual
precipitation ranges between 670 and 1200 mm, where up to 70% is in the form
of snow and the majority of the remaining precipitation is in the form of mon-
soonal rains [Carroll et al., 2018, Carroll et al., 2020]. Snowfall occurs from
October through May and monsoonal rains occur from July through Septem-
ber. Snowmelt starts in April and continues through the year. The discharge at
the PH station usually peaks in June to July, when snowmelt from the northern
subcatchments arrives at the outlet [Carroll et al., 2019], see also Fig. 2.

Fig. 2 shows the inflow and outflow hydrographs as well as the difference
between these hydrographs for the water years 2015 and 2016. In this time
interval, the LT contributes about 36% of the total discharge volume at the PH,
while the rest is headwater. While the LT contribution to the outflow hydro-
graph is significant at some times during the high flow periods, it is diminished
significantly during the low flow periods. This results in a peculiar situation,
where changes in spatial flow dynamics may not always be observable from the



hydrograph alone.

2.2 Integrated hydrological solver

We use the physically-based integrated hydrological model The Advanced Ter-
restrial Simulator (ATS) [Coon et al., 2020] to compute the flow and the spatial
patterns of different state variables—for example, snow depth, and soil mois-
ture. ATS solves the two-dimensional zero-inertia equation for overland flow
and three-dimensional Richards equation for subsurface flow in a fully coupled
manner, using an implicit finite-volume solver. Surface and subsurface flow are
coupled with a pressure continuity assumption across the surface and subsurface
interface. Further processes considered in this study are snow storage and evap-
otranspiration. Snow storage is modeled through a temperature-based approach
and evapotranspiration is modeled using the Priestley-Taylor equation [Priestley
and Taylor, 1972].

2.3 Study setup
2.3.1 Model of the Lower Triangle

Computational mesh The domain is discretized using a multiresolution,
unstructured triangular mesh that is extruded in the vertical. The cell size on
the surface varies between 10 and 160 m. The resolution is decided through a
wavelet analysis-based meshing strategy [Ozgen—Xian et al., 2020]. This meshing
strategy can use different data as input, such as topography or slopes. Using
different data results in different refinement patterns. In this study, we use a
pre-computed flow field—obtained by analyzing the topography data with the
algorithm in [Tarboton, 1997]—as input data for the wavelet analysis. This
results in refinement around streams and preferential flow paths in the domain.
The surface mesh is extruded vertically with increasing mesh spacing, which
ranges from 0.1 m at the top to 30 m at the bottom of the domain, spanning
100 m in total. The resulting mesh—shown in Fig. 3 (left)—contains 894,740
cells.

Geology data In contrast to previous model studies in the region that extrap-
olated the geology from USGS geology maps, the geological layer information
of the present model is based on the results of a forward simulation by a three-
dimensional geological model (C. Ulrich, LBNL, unpublished). The geological
model simulation is constrained by the aforementioned USGS geology maps.
The model results provide a complete high-resolution description of the geology
in the domain, including heterogeneity that cannot be obtained by extrapolat-
ing the USGS geology maps. The geology predicted by this model is mapped
onto the computational mesh using a nearest neighbor interpolation, see Fig.
3 (right). The weathered shale is layered on top of fractured shale and sand.
Localized quartz intrusions pinch through the weathered and fractured shale.



Figure 3: Top view of the computational mesh (left) and a three-dimensional
view of selected cross sections showing the geological layer structure in the LT
as interpolated onto the computational mesh (right)

Boundary conditions At the north boundary of the domain, we impose a
discharge boundary condition to account for the streams entering the domain
from this boundary. The boundary condition is informed by measurement data
in the stream at the station EBC, which is located close to the north boundary.
The imposed hydrograph is plotted in Fig. 2. At the downstream boundary,
a free outflow boundary condition is set. Precipitation is applied using the
Daymet dataset [Thornton et al., 2020]. The precipitation time series is plotted
in Fig. 2. We use spatially uniform precipitation.

Initial conditions Initial conditions for the subsequent simulations were gen-
erated by a so-called “spin-up” simulation. Starting with initially saturated soil
and a dry surface, the domain was drained for 10 years. Afterwards, a con-
stant precipitation with an intensity of 10~® ms™!, which corresponds to the
annual mean, was applied for 5 years. Finally, a 1 year simulation using the
precipitation data for the water year 2015 was carried out to obtain the initial
conditions.

2.3.2 Model calibration

The model is not calibrated in the traditional sense. The van Genuchten soil
parameters were set equal to the values reported in [Xu et al., 2022]. The
saturated permeabilities were set based on the values reported in [Tokunaga
et al., 2019], where permeability values at a hillslope in the region are quantified
through field observations. These were set individually for each geological group.
We summarize these values in Tab. 1. The surface rougness is accounted for
by Manning’s law. The Manning coefficient is set to 1.0 sm~/? throughout
the domain and was not used for calibration. Thus, all model parameters were
derived from available data sets and were not used for calibration. The model
performance is assessed by comparing model results with the measured daily



Geology Permeability (m?) o (Pa™') m 6 0,

Shallow soil 0.9 x 10~13 0.0003 0.6 0.53 0.2
Weathered shale 1.13 x 10713 0.0004 05 05 0.1
Fractured shale 1.6 x 10~ 0.0004 05 05 0.1
Quartz 1x 10710 0.0003 0.4 0.67 0.1
Sand 2.26 x 10712 0.0002 0.6 02 0.1

Table 1: Calibrated permeability and van Genuchten soil parameters

Geology P— PO P+
Shallow soil 1.98x 1078 99x 1078 495x10° 13
Weathered shale 2.26 x 10714 1.13x107'® 5.65 x 10713
Fractured shale 3.2x 10715 1.6 x 10~14 8 x 1014
Quartz 2 x 10716 1x1071 5x 1071
Sand 452 %1071 226x107'2 1.13x 10~

Table 2: Permeability values (m?) of the investigated model variations

discharge at the PH. Here, we used the hydrographs for the water years 2015
and 2016.

2.3.3 Model variations

As discussed in the introduction, we change the permeability of the subsurface
layers as a convenient way to trigger changes in the surface-subsurface interac-
tions, without changing other catchment characteristics. Thus, changes in the
hydrological response can be directly attributed to the change in the surface—
subsurface interactions. Hereinafter, the model variation PO corresponds to the
calibrated model. For the model variation P—, all permeability values are re-
duced by a factor of 5, while for the model variation P+, all permeability values
are increased by a factor of 5. The resulting permeability values are summa-
rized in Tab. 2. We note that the reduction and increase by the chosen factor
of 5 is rather small when compared to the range of permeability values typically
observed in the field. However, as we will see in the following section, even such
small changes can yield significantly different runoff behavior.

3 Results and discussion

3.1 Spatio-temporal distributions

We quantitatively assess the interaction between surface and subsurface through
the exchange mass flux across the surface—subsurface interface. Here, negative
values of the exchange flux imply exfiltration and positive values imply infiltra-
tion. Based on the sign of the exchange flux, spatial patterns of infiltration and



exfiltration can be deduced. Fig. 4 showcases the differences in these spatial
patterns obtained from different model variations at selected time steps. In all
model variations, water exfiltrates in the riparian areas, especially in the down-
stream parts, which has flat topograpy and saturated soils—see Fig. 5. This
is in agreement with our conceptual understanding of the hydrological cycle,
where rainfall infiltrates in the upslope areas, is routed through the subsurface,
and exfiltrates in the riparian areas and river channel—see, for example, [Freeze
and Cherry, 1979]—and the modelling results in [Weill et al., 2013]. During low
flow conditions (7" =50 d and T' = 500 d, compare also the hydrograph in Fig.
2), infiltration is observed in the upstream parts of the river channel, because
the soil water in the top layers is drained by subsurface flow. As the hydrograph
begins to rise, the soil in the river channel gets quickly saturated and switches
from infiltration to exfiltration. Here, we assume that the simulated time scales
are small, such that the influence of deep groundwater is negligible.

As expected, surface—subsurface interaction increases as the permeability is
increased. This has significant influence on the spatio-temporal distributions
of the exchange flux. As surface—subsurface interaction increases, patterns of
infiltration and exfiltration appear along ephemeral streams in the northeast of
the catchment. Thus, increased surface—subsurface interaction leads to a higher
degree of connectivity inside the catchment.

The degree of surface hydrological connectivity, which is relevant to the
runoff formation, can be visualized through the ponding water depth distribu-
tion. Spatial distributions of ponding water depths can be thresholded into
binary wet/dry distributions, which are visually easier to interpret. Here, we
use a threshold of 0.01 m as a threshold to separate between wet and dry,
considering locations with water depths lower than this threshold as dry. Fig.
6 shows such wet/dry distributions for all model variations at selected times.
In [Thompson et al., 2010], four separate stages of flow regimes are identified in
the context of microtopography at the hillslope scale, which can be transferred
to the catchment scale to categorize the flow regimes. These flow regime stages
are namely (i) local flow, where water flows mostly in disconnected depressions
and fills them, (ii) channel flow, where local streams start to develop between
filled depressions, (iii) mixed flow, where filled depressions start to merge as
the topography gets inundated, with higher parts remaining dry, and finally,
(iv) sheet flow, where all depressions are filled and the surface is completely
inundated.

The spin-up simulations ensure that at the initial state, the flow regime
at the riparian areas reaches sheet flow. In the P— model variation, upslope
areas showcase local flow regimes with disconnected puddles that showcase a
mixture of in- and exfiltration. PO model variation with increased surface—
subsurface interaction results in localized channel flow regimes in the upslope
areas, in combination with local flow regime in parts. The wetland area is
extended and in addition to sheet flow showcases mixed flow regimes at its
edges. Further increase in surface—subsurface interaction leads to a connection
between depressions and leads to a mixed flow regime in the upslope areas,
that are then partially connected to the riparian areas through one-dimensional

10
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Figure 4: Snapshots of the spatial patterns of infiltration and exfiltration at the
surface. T'= 50 d: low flow conditions in the first water year, T'= 250 d: rising
limb in the first water year, 7" = 500 d: low flow conditions in the second water
year, shortly before the rising limb.
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Figure 5: Snapshots of the spatial patterns of soil saturation in the top layer.
T =50 d: low flow conditions in the first water year, T'= 250 d: rising limb in
the first water year, T' = 500 d: low flow conditions in the second water year,
shortly before the rising limb.
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T =50 d: low flow conditions in the first water year, T' = 250 d: rising limb in
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shortly before the rising limb.
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channels. The riparian areas are dominated by sheet flow. Temporally speaking,
the low flow conditions (T = 50 d and T' = 500 d) showcase a higher degree
of connectivity between the depressions than the conditions at the rising limb
(T = 250 d), where the ephemeral streams in the upslope areas seem to dry
out, reverting the flow regime from channel flow to local flow in these areas.
Comparison between T'= 50 d and T' = 500 d reveals that the catchment is not
fully drained, some of the initially dry localized ponds and ephemeral streams
that appear on the rising limb of the hydrograph (T' = 250 d) persist during the
low flow conditions.

Comparing spatial distributions of permeability with soil saturation reveals
that permeability distribution does not significantly affect spatial distributions
of soil saturation. In all model variations throughout the subsurface, the Pear-
son correlation coefficient is the range of —0.01 at the top to —0.13 at the
bottom of the subsurface, indicating no significant linear relationship between
these two distributions. Meanwhile, the Spearman correlation coefficient is in
the range of —0.1 at the top to —0.4 at the bottom of the subsurface, indicating
that no significant monotonicity can be detected in the relationship, that is to
say, locally higher permeability does not lead to locally higher saturation. This
indicates that in our case, the topography and surface hydrology are the dom-
inant control on the spatio-temporal distribution of soil saturation throughout
the subsurface. In general, the correlations are slightly worse for the P— model
variation, where the surface—subsurface interaction is decreased. The calculation
of these correlation coefficients is given in App. A.

3.2 Aggregated hydrological response

We have observed that the different model variations result in different spatial
distributions of hydrological variables. We will now proceed to analyze whether
these different spatial distributions can be observed in the hydrographs at the
outlet of the catchment. Fig. 7 compares the computed hydrographs of all model
variations and the observed hydrograph (PH). Qualitatively, the hydrographs
from all model variatons showcase similar dynamics and accurately capture the
peaks. Indeed, the hydrograph produced by PO is difficult to distinguish visually
in this figure. The reason for this might be that during peak flow conditions
the soil below the flow paths in the riparian areas quickly becomes saturated,
which increases the dependency of the hydrograph on the headwater. This is
partially supported by the fact that smaller fluctuations on the rising limb of
the first peak are not reproduced, which is one of the rare times when the
LT’s contribution to the hydrograph exceeds the contribution of the headwater
catchments significantly—see Fig. 2. This is similar to the findings in [Caviedes-
Voullieme et al., 2021], where it is observed that for high rainfall intensities, the
effect of topography on the hydrograph is reduced, because the surface storage
is saturated.

Discharge volume The volume of the discharge is calculated as the integral
of the hydrograph, see Tab. 3. All discharge volumes are in the same order

14
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Figure 7: Top: Model discharge predictions at PH for different model variations.
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Number of disconnected wet clusters. Bottom: Runoff generation mechanism
dynamics in the catchment. The figure plots the fraction of the catchment area
that showcases a certain runoff generation mechanism over time.
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Volume (m®) AV/V, (%) NSE KGE
Observation 125,983,524 - - -
P+ 142,524,628 +13.1 0.94 0.86

PO 129,078,697 +2.5 0.95 0.96
P- 124,933,050 -0.8 095 097

Table 3: Summary of discharge volumes, NSE and KGE for the observed dis-
charge data and the simulations. AV denotes the difference in discharge volumes
with respect to the observed discharge volume and V,, is the observed discharge
volume.

of magnitude. The volume of the hydrograph belonging to P+ model is the
largest, the difference is about 13% of the observed discharge volume. This can
be attributed to the increased base flow accumulating throughout the years.
The best match for the discharge volume is achieved by the P— model, but the
PO model’s discharge volume does not deviate significantly.

Coefficients of efficiency The Nash-Sutcliffe [Nash and Sutcliffe, 1970] and
Kling-Gupta [Gupta et al., 2009] efficiency coefficients are calculated for each
simulated hydrograph with respect to the measured time series. In general,
higher values of both of these coefficients are considered to suggest a better
agreement between simulated and observed hydrographs. The calculation of
these coefficients is shown in Appendix B.

The computed coefficients for all model variations are summarized in Tab.
3. The deviation in discharge volumes is reflected in both the NSE and KGE
coefficients. While all hydrographs have very similar NSE values, the P+ model
variation with the highest deviation in the discharge volume yields the lowest
NSE. Nevertheless, the difference might be considered negligible, even though
the base flow in this model variation is overestimated significantly. This is a
known limitation of the NSE, which tends to place more emphasis on the peaks
of the hydrograph [Knoben et al., 2019]. The KGE takes the deviation in base
flow into account in a more balanced way. Consequently, the difference in the
discharge volumes is better reflected in the corresponding KGE values. P+ has
the lowest KGE value and the difference is clearly distinguishable. P— has the
highest KGE value, followed by PO by a small margin.

Summary Overall, we see that the change in the distributed hydrological
response triggered by a change in surface—subsurface interactions is reflected
in the difference in discharge volumes as well as the KGE. The NSE is not
sufficient to detect these changes. This suggests that the most significant impact
of surface—subsurface interactions on the aggregated hydrograph is the rainfall
partitioning into overland flow and subsurface flow during low flow conditions,
which is better reflected in the discharge volumes and the KGE. Arguably, the
significant differences in spatio-temporal distributions between the P— and the
PO model variations is not directly visible in any of the aggregated indices we
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used.

3.3 Linking hydrological connectivity to hydrological re-
sponse

Surface connectivity The binary wet and dry distribution in Fig. 6 show-
cases disconnected clusters of wet cells. As the flow regime shifts from local flow
towards sheet flow these clusters connect. Consequently, a decrease in the num-
ber of disconnected clusters implies an increase in the degree of connectivity and
vice versa. The evolution of the number of these disconnected clusters is plotted
in Fig. 7 (middle). The rainfall does not affect the connectivity in the catch-
ment, which is in contrast to the findings in [Han et al., 2020], where rainfall
characteristics were found to dominate connectivity in a zero order catchment.
This difference is most likely due to the LT being headwater dominated. The
connectivity of the catchment decreases during the rising limb of the hydro-
graphs and gradually increases as the hydrographs decline. This is roughly the
behavior reported in [Khosh Bin Ghomash et al., 2019], where the decrease
in connectivity is related to the microtopography getting partially inundated.
Similarly, in the LT the wetland area extends as the hydrograph rises, caus-
ing local flow with disconnected clusters of water at its edges. Increasing the
surface—subsurface interactions alters the connectivity in the catchment but the
relationship is non-linear. The PO model variation results in the least degree of
connectivity, and increasing and decreasing the surface—subsurface interaction
both results in an increased connectivity.

Fig. 8 shows a hysteretic relationship between the number of disconnected
wet clusters plotted and the discharge at the outlet. As the hydrograph rises,
the number of disconnected wet clusters increases and thus, the connectivity
decreases, reaching its minimum on the receding limbs of the hydrograph. We
observe a thresholding behavior at about 2 m3/s, after which the surface con-
nectivity does not decrease significantly. However, in the second water year,
the PO model variation leads to a rapid disconnection of the catchment during
the receding limb of the hydrograph, leading to pronounced new maxima in the
disconnected wet cluster number.

Subsurface connectivity Similar to the thresholding to create wet/dry dis-
tributions, the subsurface saturation can be thresholded into a binary satu-
rated /unsaturated distribution. Similar to the wet clusters on the surface, such
saturated cluster distributions can be used to derive metrics of subsurface con-
nectivity [Mays et al., 2002, Weill et al., 2013]. Fig. 9 shows the number of
disconnected saturated clusters at the top subsurface layer and its relation to
the discharge at the outlet of the domain. The subsurface connectivity follows
the same dynamics as the surface connectivity. The subsurface displays a higher
degree of connectivity during low flow conditions and disconnects as the hydro-
graph rises and falls. This might be related to the widening of the wetland area,
which inundates previously dry areas and causes localized saturated clusters.
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Figure 8: Relationship between number of disconnected wet clusters and dis-
charge at the outlet for both simulated water years.

We identify the same threshold of 2 m? /s, after which the connectivity for most
model variations does not decrease significantly. This kind of thresholding be-
havior is also reported in [Weill et al., 2013]. However, the dynamics in our case
are the opposite of what they report in [Weill et al., 2013]: the highest degree
of connectivity is reached during peak flow.

Summary Both surface and subsurface connectivity dynamics follow the same
pattern. High connectivity during low flow conditions, gradual disconnectivity
until a threshold whereinafter either no significant change or rapid increase in
disconnectivity is observed. The thresholding behavior is consistent with [Weill
et al., 2013], but the relationship between connectivity and discharge is the
opposite. The catchment in [Weill et al., 2013] is a headwater catchment, while
our study considers a higher order catchment. This might be the reason for
this difference. The differences in the connectivity dynamics between the model
variations do not manifest in the hydrographs.

3.4 Linking runoff generation mechanisms to hydrological
response

Runoff generation mechanisms are commonly classified as (i) saturation excess
(Dunne-type) runoff, (ii) infiltration excess (Hortonian) runoff, and (iii) sub-
surface storm flow [Dunne, 1978, Mirus and Loague, 2013, Loague et al., 2010].
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Figure 9: Relationship between number of disconnected saturated clusters and
discharge at the outlet for both simulated water years.

Using the spatial distributions discussed above, we classify the runoff genera-
tion mechanism in a spatially distributed manner. Starting from the binary
wet/dry distribution (Fig. 6), we decide for each wet cell, whether the runoff
is of Dunne-type or Hortonian. If the underlying subsurface is fully saturated,
the runoff is classified as Dunne-type and otherwise it is classified as Hortonian.
For dry cells, we classify the runoff as subsurface stormflow if the underlying
subsurface features flow.

Fig. 7 (bottom) compares the temporal evolution of the areal fraction
controlled by different runoff generation mechanisms for all model variations.
Dunne flow stays nearly constant during low flow conditions and slightly in-
creases during the hydrographs’s peaks. All model variations result in similar
Dunne flow, especially the P— and P0 model variations. The subsurface storm-
flow shows more variation across the model variations. For all model variations,
the subsurface stormflow starts high, rises slightly during the hydrograph’s first
rising limb and suddenly drops during the hydrograph’s receding limb. Dur-
ing the low flow period, subsurface flow gradually increases until it drops again
during the hydrograph’s second rising limb. The highest subsurface stormflow
results from the PO model, followed by the P4+ model. The lowest subsurface
stormflow results from the P— model. Hortonian flow is only observed during
both peaks of the hydrograph. P— model yields the highest Hortonian flow by
orders of magnitude. Overall, PO and P— models result in similar hydrographs,
but result from different combinations of runoff generation mechanisms. The
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subsurface stormflow is inversely related to the surface connectivity in the do-
main. This is reasonable, since increased subsurface stormflow implies decreased
surface runoff, which results in less ponding on the surface.

4 Conclusions and implications

Surface—subsurface interactions cause complex spatial runoff and connectivity
dynamics at the catchment scale, which may not be observable through aggre-
gated hydrological signatures. Indeed, changing surface-subsurface interactions
change the catchment behavior—as observed both in the connectivity and the
localized runoff generation mechanisms—in a non-linear manner that still result
in similar hydrographs. Here, the surface topography was identified as the dom-
inant control on spatio-temporal distributions of hydrological variables both at
the surface and in the subsurface.

In headwater-dominated catchments, the effects of spatiotemporal distribu-
tions on the catchment’s hydrograph may be overshadowed by the headwater
dynamics. Thus, we expect that as the catchment order increases, the effect
of changes in spatiotemporal distributions on aggregated signatures diminishes.
However, localized high intensity rainfall events may amplify the effect of local-
ized runoff dynamics on the hydrograph. The effect of spatially heterogeneous
precipitation on the hydrological response of headwater-dominated catchments
remains to be investigated.

In this study, the temporal evolution of connectivity in the headwater-
dominated high order catchment is the opposite of what has been reported
for a headwater catchment in [Weill et al., 2013]. This may be related to the
widening of the riparian areas due to increased headwater inflow during peak
flow conditions, which inundate previously dry areas and create disconnected
local flow. This widening of the riparian areas may not be as significant in
headwater catchments, where the emergence of ephemeral streams connecting
disconnected clusters dominates the connectivity. However, further studies are
necessary to understand these contrasting catchment responses. The inverted
temporal evolution implies that geochemical hotspots associated with hydro-
logical (dis)connectivity are different in high order catchments compared to
headwater catchments.

Differences in the rising limbs of the hydrographs from different model vari-
ations, which have been reported for microtopographical controls on runoff
[Caviedes-Voullieme et al., 2021], have not been observed. This indicates that
the rising limb of the hydrograph is strongly related to the structural connectiv-
ity, which is changed by varying microtopography but has been kept constant
in this study. This is also reported in [Khosh Bin Ghomash et al., 2019].

From a modelling perspective, the aggregated hydrograph is not very sen-
sitive to the permeability, except for the base flow. In terms of hydrograph
analysis, the KGE is found to detect the discrepancy in the base flow bet-
ter than the NSE, which is in agreement with the literature [Knoben et al.,
2019]. This concept of equifinality has been known for long time in the hy-
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drology literature—see, for example [Beven, 1993]. Depending on the aim of
the study, it may be seen as beneficial that changes in connectivity do not
affect the aggregated hydrograph, however, the correct representation of con-
nectivity may be significant when modelling morphodynamics, ecological pro-
cesses, or (bio)geochemistry [Ackerer et al., 2020, Caviedes-Voullieme and Hinz,
2020, Sivapalan, 2009, Refsgaard et al., 2022, Zhi et al., 2019]. A promising de-
velopment in hydrograph analysis is the use of water isotope-based modeling
approaches [Gillefalk et al., 2021, Smith et al., 2021, Sterte et al., 2021}, which
allow constructing a more precise relationship between spatiotemporal distribu-
tions and the hydrograph that can be directly supported by field measurements.
The different initial conditions that result from the individual spin-up simula-
tions carried out for each model variation amplifies the non-linearity in the
surface-subsurface interactions, highlighting the sensitivity of initial conditions
on model results [Seck et al., 2015].

A limitation of this study is that only three model variations with a rel-
atively narrow permeability range have been compared. In order to gain a
more complete understanding of the effect of surface—subsurface interactions on
the hydrologial response, a more systematic study spanning a wider range of
permeability values is needed to detect possible thresholding behavior in the
catchment’s response. Further, permeability values were varied in bulk, which
does not result in new patterns of heterogeneity. The effect of changing the
permeability of individual layers was not explored. Another limitation is the
spatially uniform precipitation that has been used for the studies, which does
not allow the study of localized rainfall events.

Future research may focus on the reversed temporal evolution of hydrological
connectivity displayed by the high order catchment in this study. It would be
desirable to see if this behavior is generalizable to other high order catchments.
Another future study may test the findings of this study for a wider range of
permeability values, including changing the permeability of a single geological
layer to create localized heterogeneity.
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A Pearson and Spearman correlation

Pearson’s correlation coefficient (1) between two data sets x and y is calculated
as
,— > i (@i — %) (yi —9)
2 _\2
VS @ -2 - 9)

where z; and y; denote the i-th entry of the data set x and y, respectively, and
Z and g denote the mean value of the data set x and y, respectively.
Spearman’s correlation coefficient (p) between two data sets x and y is cal-

culated as )
nn2-1)

; (1)

p=1

where n is the size of the data sets.

B Nash-Sutcliffe and Kling-Gupta efficiency

The Nash-Sutcliffe efficiency (NSE) is calculated through

> (Qs(t) = Qu(t))?
— 2 9

Zt (Qo(t) - Qo(t))

where t is the time, @, is the simulated discharge, @, is the observed discharge,

and @, is the mean observed discharge.
The Kling-Gupta efficiency KGE is calculated using statistical moments as

KGEI\/(T1)2+(21>2+<321)2, (4)

where r is the linear correlation between observation and simulation data, o, and
o, are the standard deviation in simulation and observation data, respectively,
and Qs is the mean the simulation discharge.

NSE=1-—

(3)
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